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ABSTRACT

The topic of women in STEM-related fields has dominated many conversations about
representation in the workplace. Some researchers have turned to investigating the gender
breakdown in undergraduate STEM majors to see if the gender differential starts in college,
where many students select their career path.

| wanted to investigate whether there were significant differences between those who
succeed in STEM fields at the university level, where students typically decide on their future
career paths. I was curious to know whether gender alone was a valid predictor of success.

In this paper, I conducted a few logistic regression models based on gender and ethnicity
in order to predict the success of women in entrance to STEM major classes at Penn State
University Park. Real-life data from Penn State Undergraduate Education was used to make
these models. I completed the variable selection process, compared the models’ performances
and validity, and demonstrated if and how the models could be used to predict the success of an
undergraduate STEM major based on these demographic factors.

For each entrance to major class, as well as the data set overall, four logistic regression
models were created: Gender predicting Success, Race/Ethnicity predicting Success, Gender and
Race/Ethnicity predicting Success, and the interaction between Gender and Race/Ethnicity
predicting Success. Each model was compared by their McFadden R2 and AIC values. The best
model for each data set was selected, and their predictive performances were evaluated using
ROC curves and corresponding AUC values. Finally, I used the model to try to predict success

on the test data and calculated each model’s accuracy.
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Chapter 1

Background

Gender & STEM

The topic of women in STEM has become a much debated and researched topic in recent history.
The fields of Science, Technology, Engineering, and Math have been historically dominated by men. This
has been attributed to underrepresentation, unequal pay, and implicit biases. There is a wealth of
information available on these topics, like studies on the gender breakdown of workers in STEM, the
wage gap between men and women, and the unconscious perceptions people have about women’s
abilities to succeed in STEM fields. Scholars still search for notable differences between genders in terms
of performance, workplace demographics, and motivations in STEM disciplines.

According to an article published in 2023, “only 17% of the total population were women
choosing a STEM career” (Ortiz-Martinez et al). The authors further investigated the reasons behind this
statistic and found that women are turned away from STEM majors because of “students’ interests and
self-perceptions” (Ortiz-Martinez et al). A cultural belief persists that women are not capable or meant to
go into STEM careers, and this perception influences students’ decisions in college.

Recently, women have accounted for more of the STEM labor force. This has been attributed to
many factors, including increased representation and targeted marketing strategies. (Gonzalez-Pérez,
Susana, et al). These approaches have even proven to decrease gender biases while inspiring more women
to enter into STEM careers. However, must studies still conclude that women are less likely to choose
STEM majors than men, and some even find that women are less likely to graduate on time (\Vooren et

al.).



STEM at Penn State University Park

In order to officially declare a major at Penn State, a student must take some required
foundational classes. BIOL 110, CHEM 110, CHEM 111, CHEM 112, MATH 140, and MATH 141 were
identified as the classes that most students in the Eberly College of Science at University Park must take
in order to declare their chosen major. These classes are typically some of the first courses that students
who intend to declare STEM majors take at University Park.

A grade of C or better in BIOL 110 is required for admittance to the Biology, Premedicine, and
Science (BS) majors. A grade of C or better in BIOL 110 is required for admittance to the Biology,
Astronomy and Astrophysics, Biochemistry and Molecular Biology, Biotechnology, Chemistry, Forensic
Science, Microbiology, Physics, Premedicine, and Science (BS) majors. Grades of C’s or better in CHEM
111 and CHEM 112 are required for admittance to the Biochemistry and Molecular Biology,
Biotechnology, Chemistry, Forensic Science, Microbiology, and Premedicine majors. A grade of C or
better in MATH 140 is required for admittance to the Biology, Astronomy and Astrophysics,
Biochemistry and Molecular Biology, Biotechnology, Chemistry, Data Sciences, Forensic Science,
Mathematics (BA and BS), Microbiology, Physics, Planetary Science and Astronomy, Premedicine,
Science BS, and Statistics majors. A grade of C or better in MATH 140 is required for admittance to the
Astronomy and Astrophysics, Chemistry, Data Sciences, Mathematics (BA and BS), Physics,
Premedicine, and Statistics majors. Thirteen specialized Engineering majors require a C or better in
CHEM 110, MATH 140, and MATH 141. (“Eberly College of Science”)

In Fall 2023, 57.8% of Undergraduate enrollments in Eberly were women (“Undergraduate
Enrollment”). This follows a generally increasing trend since Fall 2017. These statistics only include
students who enter Penn State in a Science major. They do not include students who are Undecided that
later declare in a science major. According to the Penn State Planning, Assessment, and Institutional
Research Database, the 4-year graduation rate in 2019 for women was 76.5%, while the rate for men was

65.4%. Since 2013, the rate for women has been higher (“Graduation and Retention”).



Logistic Regression

Regression models are a tool commonly used by mathematicians and statisticians to model
relationships between a dependent (outcome) variable and one or more independent (predictor) variables.
Linear regression tests whether a linear relationship exists between a dependent and one or more
independent variables. Logistic regression is considered a “generalized regression model”. It quantifies
the probability of a categorical outcome variable based on one or more predictor variables. In binary
logistic regression, this outcome variable has two possible states, traditionally coded as “0” or “1”.
Examples of dichotomous dependent variables include the presence or absence of a disease, passing or
failing an exam, or a simple “yes” or “no” response. Today, logistic regression is a commonly used tool to
“estimate the probability that a particular subject will develop the outcome” (Hosmer et. al 1) since the
development of statistical software (like R, for example) has made interpreting the results much more
accessible.

While the coefficients provided by a linear regression model are relatively simple to interpret,
correctly understanding the coefficients of a logistic regression model takes an additional step. For
predictor variables that are continuous, the coefficient provided by the model represents a change in the
log odds of the outcome variable happening for every unit increase in the predictor. The sign of the
coefficient implies whether the outcome variable will be more or less likely as the predictor variable
increases by one unit (Menard).

For categorical (qualitative) predictor variables, each value that the variable can take is coded
based around a reference level. For example, if the predictor variable is gender, the researcher could set
“male” as the reference gender, so the coefficient returned by the model would signify a change in the log
odds of the response variable if the subject were a woman. Here “male” would be coded as 0 while
“female” would be coded as 1. A coefficient’s sign indicates whether that category is likely to happen

(positive implying more likely, negative less). The intercept of the model, commonly denoted as o,



describes the log odds of the outcome variable being true (equaling 1) before adding any predictors.

(Ranganathan et. al).

Model Development

Data was provided by Penn State Undergraduate Education Research. The data set consisted of
the grade code earned by Undergraduate students at University Park who took the most popular classes
required to enter a Science major in the Eberly College of Science at Penn State between the years 2014
and 2022, as well as their self-reported gender and ethnicity.

For the purposes of this study, the responses for the variable ScholarGender were filtered to Man,
Woman, Transgender Man, and Transgender Woman. The grade codes were limited to the traditional
grading scale (A, B, B+, B-, C, C+, D, and F) as well as the alternative grading system offered during the
years 2020-2021 due to the COVID-19 pandemic (SAT representing a C or better and V and Z
representing D and F, respectively). Possible responses for the variable ScholarlPEDSRaceEthnicity
given dummy codes based on their frequency in the dataset. Responses included White (coded as A),
International (coded as B), Hispanic or Latino (C), Asian (D), Black or African American (E), Two or
more races (F), Race/Ethnicity unknown (G), Native Hawaiian/Pac Islander (H), American Ind or Alaska
Native (I).

To build my logistic regression models, the outcome or dependent variable was determined to be
success in one of these courses, meaning receiving a grade of a C or better (including SAT). Failure was
defined by receiving a D, F, V, or Z, since a student who receives one of these grades would not get credit
for the course. Failure was coded as 0, and Success was coded as 1. Late drops and withdrawals were not
included in the study. The data was divided into train and test data in an 70/30 split. | developed the
models with the training data and used the test data to check the accuracy and predictive power of the

chosen models. R Studio was used for model creation and evaluation.



Chapter 2

LR Model with Gender as a Predictor

First, | created a logistic regression model using the gim() function in R to see if gender alone was

statistically significant in predicting success across all classes in the dataset. The coefficient table

provided by R is pictured below:

Coefficients:

Estimate Std. Error z value Pr(>|z|)
(Intercept) 1.67885 ©.91314 127.77 £2e-16 **=
ScholarGenderWoman @.23%@3 0.02042 11271 <2e-16 *=*
Signif. codes: @ '¥**! 9.001 "**' 9,01 '*' @0.65 '.' 0.1 " " 1

(Dispersion parameter for binomial

80382
80381

Null deviance: on
Residual deviance:

AIC: 66112

on

Number of Fisher Scoring

family taken to be 1)

iterations: 4

Figure 1: Coefficient Table for Gender Predicting Success for Overall Dataset

This table shows that the log odds of a woman succeeding in an entrance to STEM major class is

0.23903. When plugged into the exponential function (ex), the odds become 1.27. So, this implies that

women are 1.27 times more likely to succeed in an entrance to STEM major class as an Undergraduate at

University Park than men. They have an 87.19% chance of succeeding. The p-value is less than 0.05,

which indicates that the variable ScholarGender is significant in modeling Success.

The intercept in this model represents the log odds of a man succeeding in an entrance to STEM

major class. When inserted in the exponential function, this coefficient becomes 5.359, which implies that

the chances of a man earning the credit for one of these classes is 5.359 times more likely than not

earning the credit. When plugged into the probability formula, we conclude that men have an 84.28%

chance of succeeding.



This process was repeated for each class in the overall dataset. Their corresponding coefficients
and p-values for women’s success are shown in the table below. The coefficient represents the log odds
(the coefficient provided by R), the odds column represents the odds of success (the coefficient plugged

into the exponential function), and the probability column represents the probability of women succeeding

in each class.

Table 1: Coefficient Table for Gender as the Sole Predictor of Success

Course Coefficient Odds Probability = Probability p-value
(W) ™M)

BIOL 110 0.3967 1.4869 94.09% 91.46% 1.16e-6
CHEM 110 -0.1414 0.8681 81.84% 83.85% 0.0001
CHEM 111 0.6931 1.9999 96.22% 92.72% <2e-16
CHEM 112 0.1685 1.1835 85.95% 83.79% 0.001
MATH 140 -0.0504 0.9508 76.05% 76.96% 0.266
MATH 141 0.0172 1.0173 82.31% 82.05% 0.756

From these results, we can see that ScholarGender is a significant predictor of modeling success
for BIOL 110, CHEM 110, CHEM 111, and CHEM 112 at the 5% significance level. However, since the
p-value is greater than 0.05 for MATH 140 and MATH 141, we can conclude that gender alone might not
be a significant predictor of modeling success for those classes. It is also interesting to note that the
negative coefficients for CHEM 110 and MATH 140 are negative, which implies that women are less
likely to succeed in those classes than men. This is so evidenced in the probability columns, where the

probability of success is lower for women than men.



Chapter 3

Logistic Regression Model with Ethnicity as a Predictor

The second model | developed evaluated the if ethnicity, or ScholarlPEDSRaceEthnicity as it is
named in the data, was a significant predictor of success in Undergraduate students at University Park.
The category White was selected as the reference category because it was (by far) the largest subset in the
data. The coefficient table provided by R is pictured below:

Coefficients:

Estimate Std. Error z value Pr(>|z|)
(Intercept) 1.98981 .01386 143.562 < 2e-16 ***
ScholarIPEDSRaceEthnicityB -0.27596 .03128 -8.823 < 2e-16 ***
ScholarIPEDSRaceEthnicityC -8.72191 .03380 -21.356 < 2e-16 ***
ScholarIPEDSRaceEthnicityD -©.24952 .03858 -6.468 9.91e-11 ***
ScholarIPEDSRaceEthnicityE -1.22435 .03935 -31.112 < 2e-16 ***
ScholarIPEDSRaceEthnicityF -6.49825 .04831 -10.314 < 2e-16 ***
ScholarIPEDSRaceEthnicityG ©.35480 .07206 4.923 8.51e-07 ***
ScholarIPEDSRaceEthnicityH -©.98651 .24963 -3.952 7.75e-05 ***
ScholarIPEDSRaceEthnicityI -6.61573 .47746 -0.033 0.974

Signif: 'codes: @ 'X%%! @001 X%l g.01 %! (905 ! gy M ¥ T

O O 0O ® ® ® ® ® ®

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 66246 on 80382 degrees of freedom
Residual deviance: 64976 on 80374 degrees of freedom
AIC: 64994

Number of Fisher Scoring iterations: 4
Figure 2: Coefficient Table for Ethnicity Predicting Success for Overall Dataset
From this table, we can see that every category except G (Race/Ethnicity Unknown) returned a
negative coefficient, implying odds less than 1 of succeeding compared to White students. Also, every
category but I (American Ind or Alaska Native) was significant at the 5% confidence level. Specifically,
International students have 24.12% lower odds of succeeding than White students, while students who
identified as Race/Ethnicity Unknown have 1.426 times the odds of succeeding than White students.

When plugged into the exponential function, we find that White students are 7.314 times more likely to



succeed in an entrance to STEM major class than they are to fail. This equates to an 87.97% chance of
SucCcCess.

Once again, | ran the same model with Ethnicity as the sole Predictor for each class. For BIOL
110, every category was significant (p-value < 0.05) except for Asian, Race/Ethnicity Unknown, Native
Hawaiian/Pac Islander, and American Ind or Alaska Native. Every category except Race/Ethnicity
Unknown and American Ind or Alaska Native had a negative coefficient, which signifies that every other
level of the categorical variable has lower odds of succeeding in BIOL 110 than White students. The
coefficient of the intercept was 2.936, which means that the odds of a White student succeeding in BIOL
110 are 18.84 times more likely than failing.

For CHEM 110, every category in the model was significant at the 5% level except
Race/Ethnicity Unknown. The only positive coefficient was again Race/Ethnicity Unknown, which means
that every other level in the category is less likely to succeed than White students. The coefficient of the
intercept was 1.803, which translates into White students having an 85.85% chance of succeeding in
CHEM 110.

For CHEM 111, every level was significant at the 5% level except for Race/Ethnicity Unknown
and American Ind or Alaska Native. Every level of ScholarlPEDSRaceEthnicty except Race/Ethnicity
Unknown and American Ind or Alaska Native have lower odds of succeeding than White students. The
coefficient was 3.1423, which becomes 23.157 when plugged into the exponential function. This means
that White students are 23.157 times more likely to succeed than fail in CHEM 111.

For CHEM 112, the International, Asian, Native Hawaiian/Pac Islander, and American Ind or
Alaska Native levels were not statistically significant. Race/Ethnicity Unknown was still the only level
with higher odds of success than White students. The intercept was 1.855, which translates into White
students being 6.393 times more likely to earn credit for taking CHEM 112 than not.

For MATH 140, the International, Asian, Race/Ethnicity Unknown, and American Ind or Alaska

Native levels were not statistically significant. The coefficients for the International and American Ind or



Alaska Native levels were positive, which means that the odds of students in these groups have higher
odds of succeeding in MATH 140 than White students. From the intercept, we know that White students
are 1.314 times more likely to succeed in MATH 140 than fail.

For MATH 141, every level except International, Race/Ethnicity Unknown, Native Hawaiian/Pac
Islander, and American Ind or Alaska Native were significant at 5%. The coefficients for these four levels
alone were positive. The intercept was 1.625, which means that White students’ odds of succeeding in

MATH 141 are 5.078 times the odds of failing.

Chapter 4

Logistic Regression Model with Gender and Ethnicity as Predictors

This model was an additive model containing Gender and Ethnicity, created to test whether the
combination of the two variables would be better indicators of success. The reference categories were

White male students. First, | ran the model for all classes. The coefficient table is shown below:

Coefficients:

Estimate Std. Error z value Pr(>|z]|)
(Intercept) 1.864911 .016345 114.095 < 2e-16 ***
ScholarGenderWoman 0.283141 .020840 13.586 < 2e-16 ***

.031462 -7.385 1.52e-13 ***
.033882 -21.763 < 2e-16 ***
.038626 -6.233 4.57e-10 ***
+039556 ~31.925: < 2e-16 ***%
.048389 -10.542 < 2e-16 ***
.072120 4.880 1.06e-06 ***
.250081 -3.869 0.000109 ***
.477945 -0.016 0.987110

ScholarIPEDSRaceEthnicityB -©.232346
ScholarIPEDSRaceEthnicityC -©.737388
ScholarIPEDSRaceEthnicityD -©.240769
ScholarIPEDSRaceEthnicityE -1.262820
ScholarIPEDSRaceEthnicityF -6.510122
ScholarIPEDSRaceEthnicityG ©.351950
ScholarIPEDSRaceEthnicityH -0.967648
ScholarIPEDSRaceEthnicityI -6.007722

Signif. codési B "¥*EXV pLeeT "*%' ja.P% "% l@iPs .7 eiE Yt &

O 0O 0O ®O 0 ® ® ©O ®© ®

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 66246 on 80382 degrees of freedom
Residual deviance: 64789 on 80373 degrees of freedom
AIC: 64809

Number of Fisher Scoring iterations: 4

Figure 3: Coefficient Table for Gender and Ethnicity Predicting Success for Overall Dataset
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From this table, we can see that every level is significant except for American Ind or Alaska

Native. Also, women and Race/Ethnicity Unknown were the only categories in which the likelihood of
success was higher than failure given their positive coefficients. A female student whose Race/Ethnicity
is unknown would 1.887 times more likely to succeed in an entrance to STEM major class than a White
male. They will succeed in one of these classes with probability 92.41%. A White female (just the
coefficient ScholarGenderWoman) is 1.327 times more likely to succeed than a White male. Their
probability of success is 89.55%. The intercept implies that White men are 6.455 times more likely to
succeed than fail, and they have an 86.59% chance of success.

I continued to run this model for each of the other classes. For BIOL 110, every level except
Asian, Race/Ethnicity Unknown, Native Hawaiian/Pac Islander, and American Ind or Alaska Native were
significant. Coefficients for women, Race/Ethnicity Unknown, and American Ind or Alaska Native were
positive. A White female is 1.58 times more likely to succeed than a White male, with a 95.74% chance
of success. A White male student is 14.222 times more likely to succeed in BIOL 110 than they are to
fail, with a 93.43% chance of success.

For CHEM 110, every level of ScholarlPEDSRaceEthnicity was significant at 5% except
American Ind or Alaska Native. Every category except Race/Ethnicity Unknown had a negative
coefficient. White male students are 6.34 times more likely to succeed in CHEM 110 than they are to fail.
In this model, White women are less likely to succeed than White males, like the first model with Gender
as the sole predictor. White women have an 85.25% chance of success, while White men have an 86.38%
chance of success.

For CHEM 111, every level was significant at the 5% level except for Race/Ethnicity Unknown
and American Ind or Alaska Native. Women, students who reported their Race/Ethnicity as Unknown,
and American Ind or Alaska Native students had positive coefficients, meaning that their odds of success
were greater than the odds of success for White males. The odds of a White man succeeding in CHEM

111 is 16.82 times their odds of failure, resulting in a success probability of 94.39%.
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For CHEM 112, every level was significant with the exception of International, Asian, Native

Hawaiian/Pac Islander, and American Ind or Alaska Native at 5% significance. The coefficients for
women, Asian students, and students who identified as Race/Ethnicity Unknown had positive
coefficients. White women are 1.256 times more likely to succeed than White men, with an 87.74%
chance of success. The intercept implied that White men are 5.7 times more likely to succeed in CHEM
112 than they are to fail, with a success probability of 85.07%.

For MATH 140, the only significant levels at 5% were Hispanic or Latino, Black or African
American, Two or more races, and Native Hawaiian/Pac Islander. Coefficients for Asian students and
American Ind or Alaska Natives had positive coefficients. White women have a 78.59% chance of
success, and White men have a 78.93% chance of success.

For MATH 141, the only significant levels of the predictor were Hispanic or Latino, Asian, Black
or African American, and Two or more races. Women, International students, students who reported their
Race/Ethnicity as Unknown, Native Hawaiian/Pac Islanders, and American Ind or Alaska Natives had
positive coefficients. White women are 1.05 times more likely to succeed in MATH 141 than White men,
who are 5.01 times more likely to succeed than fail. White men also have an 83.37% chance of success in

MATH 141, while White women have an 84.03% chance of success.
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Chapter 5

Logistic Regression Model with the Interaction Between Gender and Ethnicity as a
Predictor

To limit specification and non-additivity error in the models, | made a model that included the
interaction between Gender and Ethnicity as a term. This decision meant that | could test whether the
combination of gender and ethnicity would have a significant effect on success. This model determined
whether the independent variables were interactive as opposed to additive (which was shown in the
previous chapter). The reference categories were again White male students. First, I ran the model for all
classes. The coefficient table is shown on the next page.

All levels except for and American Ind or Alaska Native, International women, Asian women,
Black or African American women, female Native Hawaiian/Pac Islanders, and female American Ind or
Alaska Natives were significant. The only positive coefficients were for women, students who reported
their Race/Ethnicity as Unknown, American Ind or Alaska Natives, International women, Black or
African American women, and women whose Race/Ethnicity is unknown. Again, | repeated this process

for each class.



OO0 0 0000000000000 o

Coefficients:

Estimate Std.
(Intercept) 1.85144
ScholarGenderkoman 28.31587
ScholarIPEDSRaceEthnicityB -08.24432
ScholarIPEDSRaceEthnicityC -8.61675
ScholarIPEDSRaceEthnicityD -2.189269
ScholarIPEDSRaceEthnicityE -1.308726
ScholarIPEDSRaceEthnicityF -2.41571
ScholarIPEDSRaceEthnicityG 8.23233
ScholarIPEDSRaceEthnicityH -0.8@547
ScholarIPEDSRaceEthnicityl B8.94568
ScholarGenderloman:ScholarIPEDSRaceEthnicityB ©.96719
ScholarGenderioman:ScholarIPEDSRaceEthnicityC -2.25088
ScholarGenderboman:ScholarIPEDSRaceEthnicityD -8.15041
ScholarGenderlioman:ScholarIPEDSRaceEthnicityE ©.87060
ScholarGenderkoman:ScholarIPEDSRaceEthnicityF -8.20342
ScholarGenderloman:ScholarIPEDSRaceEthnicityG 2.31918
ScholarGenderlloman:ScholarIPEDSRaceEthnicityH -8.42357
ScholarGenderioman:ScholarIPEDSRaceEthnicityI -2.13355

pr(>{z|)
(Intercept) < 2e-16 %
SchelarGenderioman < 2e:167%%2
ScholarIPEDSRaceEthnicityB 4,.50e-11 3*=*
ScholarIPEDSRaceEthnicityC < 2e-16 %=
ScholarIPEDSRaceEthnicityD 9.000319 =+=*
ScholarIPEDSRaceEthnicityE < 2e-16 3%%*
ScholarIPEDSRaceEthnicityF 5.95e-10@ =**
ScholarIPEDSRaceEthnicityG 9.289995 =*
ScholarIPEDSRaceEthnicityH 9.012619 *=
ScholarIPEDSRaceEthnicityl 9.941218
ScholarGenderlioman:ScholarIPEDSRaceEthnicityB ©.340855
ScholarGenderbioman:ScholarIPEDSRaceEthnicityC 9.000217 =#*
ScholarGenderloman:SchelarIPEDSRaceEthnicityD @,855685 .
ScholarGenderloman:ScholarIPEDSRaceEthnicityE ©.375168
ScholarGenderlioman:ScholarIPEDSRaceEthnicityF ©.835628 =
ScholarGenderloman:ScholarIPEDSRaceEthnicityG 9.242068 =
ScholarGenderlioman:ScholarIPEDSRaceEthnicityH @.4@85549
ScholarGenderlkoman:ScholarIPEDSRaceEthnicityl 9.89@823
Signif. codes: @ '***' §.@@1 '**' 9.01 '*' 9.05 '.' @.1 '

(Dispersion parameter for binomial

MNull deviance: 66246 on 39382
Residual deviance: 64759 on 82365
AIC: 64795

family taken to be 1)

degrees of freedom
degrees of freedom

Number of Fisher Scoring iterations: 5

Error z value
.91805
.92823
.93717
.94746
.@5010
.@5836
.96714
.09019
.32292
.61%402
.97054
.06783
.97858
.07960
.09681
.15188
.50925
.97295

1

192.
15 K
-6.

-12.
=3

.399

.192

.576

494

.874

.952

.699

.914

.887

.1e1

.B53

.832

.137

598
188
587
995
627

13

Figure 4: Coefficient Table for Overall Data with the Interaction Between Gender and Ethnicity as a Predictor



14

Chapter 6

Model Comparisons

Once | had created all of these models, | wanted to see which one best fit the data. To do this, |
utilized the minimum AIC procedure. The AIC, or Akaike information criterion, of a model is “an
estimate of minus twice the expected log likelihood of the model” (Akaike 1). Common practice dictates
that the model with the lowest AIC is the best fitting. Using the tab_model() function in R, | was able to
compare my models side-by-side with their AIC values and levels of significance. The table for the
overall dataset is shown on the next page. Based on the minimum AIC procedure, the model that fits the
data best is the fourth model, which includes the interaction between Gender and Ethnicity. The AIC
value was 65,279.608.

I repeated this process for every class. These tables can be found in Appendix A. For BIOL 110,
CHEM 112, MATH 140, and MATH 141, the fourth model was also the best fitting. For CHEM 110 and
CHEM 111, the third model was the best fitting, which was the additive model with Gender and Ethnicity
as predictors.

To confirm these results, | ran likelihood ratio tests to test for a significant difference between
models three and four. The null hypothesis in each test was that the two models were equivalent. Using
the anova() function in R, the tests returned significant results at the 5% level for the overall data, BIOL
110, MATH 140, and MATH 141. So, we can reject the hypothesis that there is no interaction between
age and sex for those datasets. The tests for CHEM 110, CHEM 111, and CHEM 112 returned

insignificant values, which means that we cannot reject the null hypothesis.



Bredictors Odds Odds Odds Odds
Ratios Ratios Ratios Ratios P

(Intercept) 535 <0.001 7.23 <0.001 6.46 <0.001 6.35 <0.001
ScholarGender [Woman] 1.24 <0.001 129 <0.001 1.35 <0.001
ScholarlPEDSRaceEthnicity 0.77 <0.001 0.80 <0.001 0.80 <0.001
B
ScholarlPEDSRaceEthnicity 0.48 <0.001 0.47 <0.001 0.54 <0.001
cl
ScholarlPEDSRaceEthnicity 0.75 <0.001 0.75 <0.001 0.80 <0.001
]
ScholarlPEDSRaceEthnicity 029 <0.001 0.28 <0.001 0.28 <0.001
€
ScholarlPEDSRaceEthnicity 063 <0.001 062 <0.001 0.67 <0.001
A
ScholarlPEDSRaceEthnicity 1.39 <0.001 1.38 <0.001 129 0.006
Gl p
ScholarlPEDSRaceEthnicity 0.36 <0.001 0.36 <0.001 041 0.004
H) poed oot -
ScholarlPEDSRaceEthnicity 062 0.175 061 0.157 063 0.356
U]

ScholarGender [Woman] x 1.05 0.480
ScholarlPEDSRaceEthnicity

[B]
ScholarGender [Woman] x 0.75 <0.001
ScholarlPEDSRaceEthnicity -

[C]
ScholarGender [Woman] x 0.87 0.085
ScholarlPEDSRaceEthnicity

D]
ScholarGender [Woman] x 1.02 0.823
ScholarlPEDSRaceEthnicity

[E]
ScholarGender [Woman] x 0.84 0.087
ScholarlPEDSRaceEthnicity

[F]
ScholarGender [Woman] x 118 0.246
ScholarlPEDSRaceEthnicity

(c)]
ScholarGender [Woman] x 0.75 0.558
ScholarlPEDSRaceEthnicity

[H]
ScholarGender [Woman] x 093 0916
ScholarlPEDSRaceEthnicity

U]
Observations 80383 80383 80383 80383

R? Tjur 0.001 0.018 0.020 0.021
AIC 66599.750 65441.646 65290.458 65279.608

. p<0.05 ** p<0.01 ***p<0.001

Figure 5: Model Comparison for Overall Dataset
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Chapter 7

Model Evaluations

McFadden’s R?

16

Now that we have the best model for each dataset, we can determine exactly how well the model

fits and test its accuracy in predicting success. For this paper’s purposes, I used McFadden’s R? to assess

the goodness of fit, and the receiver operating characteristic (ROC) along with its quantitative area

measure AUC.

In linear regression, the R? value that the model summary returns measures how well the model

estimates the data. Since the traditional R? is not recommended for use in logistic regression, several other

“pseudo”-R? measures have been developed. McFadden’s R? compares the log-likelihoods of the null

model (null meaning without any predictors) with the selected model (Hemmert et al.). The closer a linear

regression model’s R?is to 1, the better the model approximates the data. For logistic regression, “values

from 0.2 to 0.4 are tolerable and values higher than 0.4 are a good fit” (Hemmert et al.). The McFadden’s

R? values for each optimal model (as determined in the previous section) can be found in the table below:

Table 2: McFadden R2 for Every Optimum Model

Dataset
Overall
BIOL 110
CHEM 110
CHEM 111
CHEM 112
MATH 140
MATH 141

McFadden R:

0.0223
0.0497
0.0273
0.0457
0.0220
0.0202
0.0193
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ROC Curves and AUC

One method of evaluating a model’s predictive performance is the ROC curve, which is a graph
that allows researchers to plot a model’s false-positive rate versus its true-positive rate (Huang et al.). We
use the “testing” data, coming from the initial 70/30 splitting of the dataset, to test how well these optimal
models can accurately predict success. The ROC provides a visual of the accuracy, while the AUC (Area
Under the Curve) indicates how well the model performs numerically. A perfect ROC curve, where a
model is totally accurate, would look like a 90° angle, with a straight vertical line from 0 to 1 from the
origin. This would signify a perfect true positive rate while the false positive rate remains 0 until the true
positive rate reaches 100%. Accordingly, the AUC for a perfect predictor model would be 1. If the curve
is a 45° angle, or the shape of the line y = X, that would signify a model whose true positive rate
consistently equaled the false positive. This would mean that the model is no better than random chance.
The AUC for this model would be 0.5. (Huang et al.)

The ROC curve for the overall model is pictured below:

1.0

0.8

0.6

True positive rate
0.4

0.2

T | T | | |
0.0 0.2 04 0.6 0.8 1.0

False positive rate

Figure 6: ROC Curve for Overall Model with Interaction Between Gender and Ethnicity
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This model is relatively close to the like y = x, which indicates that this model is not a very good
predictor. To confirm, | calculated the Area Under the Curve, or AUC, which was 0.593. Based on the
flatness of the curve and the AUC, | conclude that this model is likely not a very good predictor of
success. | plotted the ROCs for the rest of the models (see Appendix B). Their AUC values are in the
table below:

Table 3: AUC Scores for Class Datasets

Data set AUC
BIOL 110 0.669
CHEM 110 0.594
CHEM 111 0.614
CHEM 112 0.590
MATH 140 0.564
MATH 141 0.565

Since they are all close to 0.5, none of these models are particularly good predictors of success.
This implies that Gender and Ethnicity (and the interaction between them) might not be the best
predictors of success for Undergraduate students at University Park.

For a final evaluation, I tested the model’s accuracy in predicting success with the testing datasets

in a contingency table. The table for the overall dataset is shown below:

Table 4: Predicting Success Using Overall Model 4

Predicted
Observed Failure Success
Failure 0 5,105
Success 0 29,346

The model correctly predicted the failure of 0 students and the success of 29,346 students. The
model incorrectly predicted the failure of 0 students and the success of 5,105 students. The accuracy of

the model is 85.18%.
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For the BIOL 110 test dataset, the fourth model correctly predicted the failure of O students and
the success of 3,918 students. The model incorrectly predicted the failure of 269 students and the success
of 0 students. Its accuracy was 93.58%.

For the CHEM 110 test dataset, the third model correctly predicted the failure of 0 students and
the success of 7,454 students. The model incorrectly predicted the failure of 0 students and the success of
1,506 students. Its accuracy was 83.19%.

For the CHEM 111 dataset, the third model correctly predicted the failure of 0 students and the
success of 5,730 students. The model incorrectly predicted the failure of 0 students and the success of 340
students. Its accuracy was 94.40%.

For the CHEM 112 dataset, the fourth model correctly predicted the failure of 1 student and the
success of 4,370 students. The model incorrectly predicted the failure of 33 students and the success of
746 students. Its accuracy was 85.37%.

For the MATH 140 dataset, the fourth model correctly predicted the failure of 34 students and the
success of 4,058 students. The model incorrectly predicted the failure of 46 students and the success of
1,2237 students. Its accuracy was 76.13%.

For the MATH 141 dataset, the fourth model correctly predicted the failure of 0 students and the
success of 3,905 students. The model incorrectly predicted the failure of 0 students and the success of 836
students. Its accuracy was 82.37%.

Overall, the models were moderately successful at predicting success. However, the AUC values
are still low, and the ROC curves are relatively flat. Therefore, we cannot conclude that Gender and

Ethnicity are good predictors of success for Undergraduate students at University Park.
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Chapter 8

Discussion

For a model with a very low R2, my models were able to predict many successes correctly. This
could be attributed to other correlated variables that were missing from the model. There could be other
variables that can predict success in STEM majors at University Park better. My predictors could also just
be well fit for this data but cannot be used for larger generalizations. This conclusion is supported by the
relatively high prediction accuracy when | tested the trained data.

While the models themselves were not the best predictors of success, | believe that there are still
valuable insights from my research. I did not know that women were actually more likely to succeed than
men overall, as well as in a few of the classes. | have taken a lot of Math classes in my time at Penn State,
and I had felt that there was a gender imbalance. This could be attributed to a more pronounced gender
difference in higher-level classes, or in the Math major specifically.

One concern | had regarding the diagnostics of these models was the possibility | was missing
relevant variables, which could lead to specification error. | worked with the data I had to test my
hypothesis, which was that Gender could predict success in Undergraduate students at University Park. In
the future, 1 would like to add other demographic variables to see if those would make better predictors.
For example, some other variables in LionPath include whether the student is an Honors student, whether
the student is a student athlete, or whether the student is a first-generation college student.

Another way | would like to expand the model would be to include a wider respondent pool.
These models were very specific to Undergraduates at Penn State University Park, where the success and
graduation rates are usually higher than other campuses or universities. | wonder if there would be sharper
differences between men and women at other institutions. 1 would be interested to see if there were

similarities among other like schools, for example, other schools in the Big Ten Conference.



Appendix A

Model Comparison Tables

S Success
" Odds 9 " "
Predictors Ratios p  Odds Ratios p Odds Ratios p  Odds Ratios p
(Intercept) 943 <0.001 1755 <0.001 1207 <0.001 1007 <0.001
ScholarGender [Woman)] 1.74  <0.001 1867 <0.001 268"  <0.001
ScholarlPEDSRaceEthnicity 043 <0001 046 <0001 056" 0.014
[B]
ScholarlPEDSRaceEthnicity 040" <0001 0397  <0.001 0.69 0.067
€
ScholarlPEDSRaceEthnicity 0.89 0.511 0.93 0.695 1.24 0.384
D]
ScholarlPEDSRaceEthnicity 026" <0.001 024™ <0.001 0.44™ <0.001
[E]
ScholarlPEDSRaceEthnicity 0.69 0.052 0.69 0.057 1.01 0.977
[F]
ScholarlPEDSRaceEthnicity 2.39° 0.016 245" 0.013 407" 0.017
[G]
ScholarlPEDSRaceEthnicity 0.40 0.391 0.47 0.488 210422.34 0.975
H]
ScholarlPEDSRaceEthnicity 120695.00 0.965 114953.02 0.965 210422.34 0.981
Ul
ScholarGender Woman] x 0.66 0.231
ScholarlPEDSRaceEthnicity
B8]
ScholarGender [Woman] x 037" <0.001
ScholarlPEDSRaceEthnicity
[c
ScholarGender [Woman] x 0.57 0.099
ScholarlPEDSRaceEthnicity
D]
ScholarGender [Woman] x 038"  0.001
ScholarlPEDSRaceEthnicity
[E]
ScholarGender Woman] x 0.49 0.071
ScholarlPEDSRaceEthnicity
[Fl
ScholarGender [Woman] x 0.39 0.202
ScholarlPEDSRaceEthnicity
[G]
ScholarGender [Woman] x 0.00 0.970
ScholarlPEDSRaceEthnicity
H
ScholarGender [Woman] x 0.37 0.999
ScholarlPEDSRaceEthnicity
U]
Observations 9767 9767 9767 9767
R? Tjur 0.005 0.020 0.025 0.028
AIC 4923.025 4818.173 4763.210 4749.379
. p<0.05 **p<0.01 *** p<0.001

Figure 7: Model Comparison for BIOL 110
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Q

Q

o

Q

Predictors Odds Odds Odds Odds
Ratios Ratios Ratios Ratios P

(Intercept) 517 <0.001 6.11 <0.001 6.30 <0.001 6.34 <0.001
ScholarGender [Woman) 0.89 0.001 0.94 0084 092 0.118
ScholarlPEDSRaceEthnicity 093 0.275 092 0.206 0.87 0.078
[B]

ScholarlPEDSRaceEthnicity 0.38 <0.001 0.38 <0.001 0.40 <0.001
©
ScholarlPEDSRaceEthnicity 0.80 0.002 0.79 0.002 0.87 0.166
o] Py P
ScholarlPEDSRaceEthnicity 0.27 <0.001 0.27 <0.001 0.23 <0.001
ScholarlPEDSRaceEthnicity 062 <0.001 062 <0.001 061 <0.001
F
ScholarlPEDSRaceEthnicity 151 0.002 151 0.002 159 0.017
@ - R 5
ScholarlPEDSRaceEthnicity 0.33 0.016 032 0.015 028 0.024
H . &z .
ScholarlPEDSRaceEthnicity 029 0.029 030 0.029 0.21 0.041
i P s .
ScholarGender [Woman] x 121 0.193
ScholarlPEDSRaceEthnicity

[B]

ScholarGender [Woman] x 0.89 0.328
ScholarlPEDSRaceEthnicity

[C]

ScholarGender [Woman] x 0.83 0.200
ScholarlPEDSRaceEthnicity

[D]

ScholarGender [Woman] x 137 0.026
ScholarlPEDSRaceEthnicity %

[E]

ScholarGender [Woman] x 1.04 0.827
ScholarlPEDSRaceEthnicity

[F]

ScholarGender [Woman] x 091 0.729
ScholarlPEDSRaceEthnicity

(@]

ScholarGender [Woman] x 1.50 0.686
ScholarlPEDSRaceEthnicity

[H]

ScholarGender [Woman] x 2.03 0.533
ScholarlPEDSRaceEthnicity

U]

Observations 20905 20905 20905 20905

R? Tjur 0.001 0.031 0.031 0.031

AIC 19028.924 18499.974 18498.992 18503.753

. p<0.05 ** p<0.01 *** p<0.001

Figure 8: Model Comparison for CHEM 110
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Q

Q

Q

Odds Odds Odds
Predict Odds Rati
feoeio? Ratios P Ratios P Ratios P =S R
(Intercept) 1223 <0.001 22.60 <0.001 16.23 <0.001 1555  <0.001
ScholarGender [Woman)] 2.05 <0.001 213 <0001 2417  <0.001
ScholarlPEDSRaceEthnicity 045 <0.001 050 <0.001 052  <0.001
B
ScholarlPEDSRaceEthnicity 0.48 <0.001 047 <0.001 051"  <0.001
©l .
ScholarlPEDSRaceEthnicity 064 0.001 063 0.001 0.76 0.137
D] - X
ScholarlPEDSRaceEthnicity 026 <0.001 023 <0.001 026"  <0.001
B
ScholarlPEDSRaceEthnicity 061 0.005 0.57 0.001 0.68 0.121
F o -
ScholarlPEDSRaceEthnicity 1.81 0.054 1.78 0.063 1.59 0.204
(@]
ScholarlPEDSRaceEthnicity 0.18° 0.029 0.16° 0.024 0.06 0.006
[H]
ScholarlPEDSRaceEthnicity 053 0544 052 0.535 50109.69 0.961
U]
ScholarGender [Woman] x 0.93 0.791
ScholarlPEDSRaceEthnicity
[B]
ScholarGender [Woman] x 0.80 0.346
ScholarlPEDSRaceEthnicity
[Cl
ScholarGender [Woman] x 0.63 0.110
ScholarlPEDSRaceEthnicity
(D]
ScholarGender [Woman] x 0.73 0.225
ScholarlPEDSRaceEthnicity
[E]
ScholarGender [Woman] x 0.66 0.247
ScholarlPEDSRaceEthnicity
[F]
ScholarGender [Woman] x 1.41 0.619
ScholarlPEDSRaceEthnicity
(@]
ScholarGender [Woman] x 322792.40 0.954
ScholarlPEDSRaceEthnicity
[H]
ScholarGender [Woman] x 0.00 0.954
ScholarlPEDSRaceEthnicity
U]
Observations 14162 14162 14162 14162
R? Tjur 0.007 0.013 0.021 0.021
AlC 6034.776 5985.887 5888.196 5894.187
. p<0.05 ** p<0.01 ***p<0.001

Figure 9: Model Comparison for CHEM 111
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St S -3 Q
Prodictors Odds Odds Odds Odds
Ratios Ratios Ratios Ratios

(Intercept) 5.36 <0.001 658 <0.001 590 <0.001 582" <0.001
ScholarGender [Woman)] 117 0.002 125 <0.001 128"  <0.001
ScholarlPEDSRaceEthnicity 1.00 0996 1.05 0.620 0.98 0.868
(B8]
ScholarlPEDSRaceEthnicity 054 <0.001 0.53 <0.001 064~  0.001
[C]
ScholarlPEDSRaceEthnicity 095 0.606 0.96 0.656 0.93 0.567
[D]
ScholarlPEDSRaceEthnicity 0.31 <0.001 0.30 <0.001 029 <0.001
E
ScholarlPEDSRaceEthnicity 0.65 <0.001 0.64 <0.001 0.90 0.593
F
ScholarlPEDSRaceEthnicity 1.89 <0.001 1.88 0.001 1.54 0.067
@l
ScholarlPEDSRaceEthnicity 042 0.136 042 0.141 1.20 0.863
[H]
ScholarlPEDSRaceEthnicity 0.15 0.060 0.14 0.053 0.00 0.918
U]
ScholarGender [Woman) x 1.32 0.194
ScholarlPEDSRaceEthnicity
(B]
ScholarGender [Woman] x 0.72 0.069
ScholarlPEDSRaceEthnicity
[C]
ScholarGender [Woman] x 1.08 0.712
ScholarlPEDSRaceEthnicity
[D]
ScholarGender [Woman] x 1.04 0.868
ScholarlPEDSRaceEthnicity
[E]
ScholarGender [Woman] x 055"  0.017
ScholarlPEDSRaceEthnicity
[F]
ScholarGender [Woman] x 1.57 0.227
ScholarlPEDSRaceEthnicity
(G]
ScholarGender [Woman) x 0.15 0.147
ScholarlPEDSRaceEthnicity
H
ScholarGender [Woman] x 60554.97 0.927
ScholarlPEDSRaceEthnicity
U]
Observations 11946 11946 11946 11946
R2 Tjur 0.001 0.018 0.019 0.021
AlC 9972.033 9812.522 9797.107 9795.553

p<0.05 ** p<0.01

Figure 10: Model Comparison for CHEM 112

“* p<0.001
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S S St Success

Fradiclors Odds Odds Odds Odds
Ratios P Ratios P Ratios Ratios

(Intercept) 3.30 <0.001 370 <0001 373 <0.001 3727 <0.001
ScholarGender [Woman] 0.96 0.345 0.98 0.678 0.99 0.844
ScholarlPEDSRaceEthnicity 1.02 0.765 1.02 0.773 0.93 0.288
[B]
ScholarlPEDSRaceEthnicity 0517 <0001 0517 <0001 056  <0.001
[C]
ScholarlPEDSRaceEthnicity 0.96 0.632 0.96 0.629 0.99 0.896
[D]
ScholarlPEDSRaceEthnicity 030" <0.001 030" <0.001 031" <0.001
[E]
ScholarlPEDSRaceEthnicity 0617 <0001 061 <0.001 0.81 0.129
[F]
ScholarlPEDSRaceEthnicity 0.99 0.942 0.99 0.941 0.90 0.526
(c]]
ScholarlPEDSRaceEthnicity 0.39 0.054 0.39 0.053 0.38 0.096
[H]
ScholarlPEDSRaceEthnicity 28469.97 0917 28567.99 0917 28357.33 0.941
U]
ScholarGender [Woman] x 1.39° 0.012
ScholarlPEDSRaceEthnicity
[B]
ScholarGender [Woman] x 0.77 0.115
ScholarlPEDSRaceEthnicity
[C]
ScholarGender [Woman] x 0.92 0.627
ScholarlPEDSRaceEthnicity
[D]
ScholarGender [Woman] x 0.90 0.599
ScholarlPEDSRaceEthnicity
[E]
ScholarGender [Woman)] x 0517 0.002
ScholarlPEDSRaceEthnicity
[F]
ScholarGender [Woman] x 1.38 0.306
ScholarlPEDSRaceEthnicity
[G]
ScholarGender [Woman] x 1.08 0.940
ScholarlPEDSRaceEthnicity
H]
ScholarGender [Woman] x 1.01 1.000
ScholarlPEDSRaceEthnicity
U]
Observations 12541 12541 12541 12541
R? Tjur 0.000 0.020 0.020 0.022
AlC 13678.694 13466.760 13468.588 13460.629

. p<0.05 **p<0.01 ***p<0.001

Figure 11: Model Comparison for MATH 140



S S S Success
Odds Odds Odds Odds
Predict
e Ratios Ratios Ratios Ratios P
(Intercept) 453 <0.001 5117 <0.001 49  <0.001 505 <0.001
ScholarGender [Woman] 1.08 0.166 142" 0.046 1.05 0.556
ScholarlPEDSRaceEthnicity 1.15° 0.036 1.15° 0.037 1.03 0.714
[B]
ScholarlPEDSRaceEthnicity 054" <0.001 054" <0.001 060" <0.001
[C]
ScholarlPEDSRaceEthnicity 079" 0.005 079" 0.005 077" 0.010
(D]
ScholarlPEDSRaceEthnicity 0.28" <0.001 028" <0.001 029 <0.001
[E]
ScholarlPEDSRaceEthnicity 0.67 " 0.002 0.67 " 0.002 070" 0.028
[F]
ScholarlPEDSRaceEthnicity 0.88 0.401 0.88 0.381 0.76 0.119
@]
ScholarlPEDSRaceEthnicity 0.46 0.256 0.45 0.248 0.40 0.286
[H]
ScholarlPEDSRaceEthnicity 56083.77 0.929 55121.78 0.929 56794.74 0.946
Ul
ScholarGender [Woman] x 1.58 0.004
ScholarlPEDSRaceEthnicity
[B]
ScholarGender [Woman] x 0.71 0.121
ScholarlPEDSRaceEthnicity
[C]
ScholarGender [Woman] x 1.08 0.699
ScholarlPEDSRaceEthnicity
(D]
ScholarGender [Woman] x 0.88 0.605
ScholarlPEDSRaceEthnicity
[E]
ScholarGender [Woman] x 0.86 0.595
ScholarlPEDSRaceEthnicity
[F)
ScholarGender [Woman] x 1.66 0.148
ScholarlPEDSRaceEthnicity
[G]
ScholarGender [Woman] x 1.43 0.804
ScholarlPEDSRaceEthnicity
[H]
ScholarGender [Woman)] x 0.95 1.000
ScholarlPEDSRaceEthnicity
U]
Observations 11060 11060 11060 11060
R? Tjur 0.000 0.017 0.017 0.018
AlC 10350.639 10206.330 10204.314 10204.192

p<0.05 ** p<0.01
Figure 12: Model Comparison for MATH 141

*** p<0.001
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Figure 13: ROC Curve for BIOL 110 Model 4
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Figure 14: ROC Curve for CHEM 110 Model 3
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Figure 15: ROC Curve for CHEM 111 Model 3
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Figure 16: ROC Curve for CHEM 112 Model 4
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Figure 17: ROC Curve for MATH 140 Model 4
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Figure 18: ROC Curve for MATH 141 Model 4
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