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Abstract

Automated image classification has become extremely desirable in the medical field for faster and more accurate diagnosis of disease. These systems have also gained significant attention because they help doctors in evaluating large volumes of medical imagery. An automated classification system has been developed that categorizes histopathological images provided by the Animal Diagnostic Laboratory (ADL) at the Pennsylvania State University. The classification system has been developed for four different mammalian organs: liver, lung, kidney, and spleen. The classifier automatically labels each histopathological image as healthy, inflammatory, or necrotic (liver only). This system uses supervised classification, which consists of two key stages. First, there is a feature extraction stage where discriminative image features are obtained. Next, these features are fed into a decision engine that performs the class assignment. The primary focus of the research proposed in this paper is the development of a robust feature extraction algorithm for histopathological image classification. Because of its widespread use as a state of the art classifier, Support Vector Machines are used as the decision engine in this research. After training the system with 20 images per class per organ, the system is tested using 30 images per class per organ, and produces classification accuracy up to 97%. These results prove the validity in continuing to improve the feature extraction and investigate different classifiers to provide an even more robust automated classification system for histopathological images.
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Chapter 1: Introduction

1.1 Image Classification: An Overview

Automated image classification is an important component of digital signal processing that has applications across various fields of study. The purpose of automated image classification is to provide a robust system that can accurately classify unknown images into two or more classes. For example, image classification has been used by the military to automatically classify targets into a military vehicle class or a civilian vehicle [1]. Automated image classification has also been used for security reasons such as face recognition [2] and fingerprint detection [3].

There are multiple advantages to building and implementing an image classification system. First, it provides an automated solution that would usually need human evaluation to make a decision on the class of an input image. Human evaluation of images can often be a costly option for classifying images, and sometimes it is not an option due to time constraints. Second, an automated image classification system can usually make a decision faster than human evaluation. This advantage makes image classification systems extremely valuable in time sensitive decision making such as automated target recognition used by the military. Finally, these systems can often be more accurate than human evaluation. In the medical field, automated image classification systems have been developed that are more accurate than classification from a doctor [4]. This is due to the complex nature of medical imagery. The advantages of image classification systems make it an extremely valuable solution for a variety of applications.
While automated image classification does have its advantages, there are many challenges in developing a robust, accurate system. In order to develop such a system, a training, or example set of images is necessary for each class of images. For example, in automated target recognition, the system must have a set of images from the military vehicle class and the civilian vehicle class. Another challenge in developing an image classification system is developing an algorithm that is insensitive to distortions in the imagery such as noise or blurring. In real world scenarios, images are more often than not corrupted by some sort of distortion. Additionally, it is challenging to convert what is interpreted by the human eye into a mathematical representation. It is easy to recognize the image of one human face from another human face; however, it is challenging to develop a system that extracts these distinguishable features from a discrete valued two dimensional signal that is an image.

1.2 Classification of Medical Images

Automated image classification has become increasingly desirable in the medical field for a variety of reasons. An examination of these benefits will help to illustrate the relevance and significance of the research explained in this paper.

For a variety of diseases, early detection is one of the only ways to prevent the disease from becoming life threatening. In order to detect a disease early, many people undergo screenings very early in their life as a precautionary measure. Doctors are left with large quantities of medical imagery to examine and evaluate as a result of these precautionary screenings. Examination of medical imagery is a very time consuming process, and often doctors spend a majority of time evaluating benign tissue. In the case of prostate cancer, it is estimated that 80% of prostate biopsies are benign [5]; breast biopsies are also found
to be benign 70-80% of the time [6]. Pathologists therefore spend large amounts of time evaluating healthy or benign tissue. Automated image classification becomes desirable in order reduce the amount of time doctors spend evaluating healthy tissue to allow them to concentrate more on evaluating malignant tissue and treating patients. Not only can an automated image classification system save doctors and patients time, but it can often be more accurate than evaluation by a pathologist in detecting early signs of disease. Due to the low contrast nature of digital mammography, the early signs of breast cancer can be extremely difficult to detect, even for a trained specialist [6].

While automated image classification in the medical field has numerous advantages, there are some serious trade-offs. Due to real world circumstances, it is extremely difficult to develop a classification system that reaches 100% accuracy. In the medical field, inaccurate results can lead to inaccurate diagnosis of disease. In one instance, the error could be made by incorrectly diagnosing a healthy person as possibly diseased. This would lead to an unnecessary biopsy that would cost the doctor and patient time and money. The error also could be that a person with a disease was misdiagnosed as healthy because of a faulty image classification system [6]. The results of this misdiagnosis could have extremely dire consequences.
1.3 The Image Classification Process

The image classification process is a very methodical process and follows the diagram shown in Figure 1.

![Image Classification Process Diagram](attachment:image_classification_diagram.png)

**Figure 1: Image Classification Process (Courtesy [6])**

The first step of the process is the image acquisition stage. This step involves collecting a diverse set of images for the classification system. The next step, image enhancement, involves preparing the image for the feature extraction stage. Image enhancement can involve cropping, segmenting, or normalizing each image to provide uniformity amongst an image set.

Feature extraction is the process of representing significant attributes of the image in a vector. This step is very crucial in the design of an accurate image classification system because the classifier makes its decision based on the feature vectors it is provided. Chapter 2 provides example images from each organ type, and explains how the important features are extracted.

The final step in the image classification process is the actual classification of the images. There are several different types of classifiers that have been developed and heavily researched. For this experiment, the classifier is chosen to be a Support Vector Machine [7], which has earned significant recognition as a powerful decision engine. Feature
vectors from training images are first provided to the Support Vector Machine; once it
learns the trends from the training images, it can classify a test image. An important
factor in the performance of a decision engine is having a large and diverse set of training
images. Support Vector Machines will be discussed in detail in Chapter 3.
Chapter 2: Feature Extraction

The image classification system described in this paper has been designed to classify images provided by The Pennsylvania State University Animal Diagnostics Laboratory (ADL). The ADL database is made up of photomicrographs of liver, lung, kidney, and spleen cells. The lung, kidney, and spleen images are separated into two different categories: healthy and inflammatory. The liver images are separated into three categories: healthy, inflammatory, and necrotic.

2.1 Brief Discussion of Medical Conditions

Inflammatory and necrotic cell tissue in cattle is often a sign of a contagious disease. In order to prevent the spread of the disease amongst an entire farm worth of cattle, fast diagnosis is essential. The classification system developed in this research will facilitate this diagnostic process. There are a variety of causes of inflammation in the liver, lung, kidney, and spleen organs. When an infection is present, white blood cells are sent to the infection site in order to repair the damaged tissue. The Animal Diagnostic Laboratory studies the type of white blood cells present in order to diagnose the infection. The type of white blood cell can help indicate the duration and cause of inflammation. The four types of white blood cells that doctors at the laboratory discussed were eosinophils, neutrophils, macrophages, and lymphocytes. Inflammation can often be caused by an allergic reaction, bacteria, or parasites; the presence of eosinophils often indicates this type of infection. Tuberculosis is a common disease that causes inflammation due to higher bacteria. Acute infections are identified by the presence of neutrophils, while macrophages and lymphocytes indicate a chronic infection.
Necrosis is the scientific term for cell death, which also has a variety of causes. Lack of blood supply to an organ can often cause necrosis, as well as toxins from bacteria. The bacteria that cause necrosis can often be ingested, which is significant when a large amount of animals have access to the same food. While white blood cells help determine the cause of inflammation, it is the location of necrosis in the organ that helps to diagnose the cause of necrosis.

The automated image classification system developed in this thesis is by no means a complete solution for the diagnosis of inflammation or necrosis. It is, however, a significant step towards faster diagnosis of these two common but serious conditions that will benefit researchers at the Animal Diagnostic Laboratory at Penn State, and elsewhere.

### 2.2 Evaluation of Organ Features

Before designing a feature extraction algorithm, it was important to evaluate the characteristics that distinguish healthy tissue from inflammatory or necrotic tissue. Each organ had slightly different characteristics; therefore, different features had to be extracted for each organ.

#### 2.2.1 Liver Photomicrographs
It is fairly easy to see in Figure 2 the differences between the healthy, inflamed, and necrotic liver tissue. Healthy liver tissue has uniform nuclei, the bluish dots, across the entire image. The inflamed liver tissue has a large cluster of dark blue nuclei located in the center of the image. The distinguishing feature of necrotic liver tissue is the pale region in the center that lacks any nuclei or cell separation.

**Figure 2: Photomicrographs of (a) healthy, (b) inflamed, and (c) necrotic liver tissue.**
2.2.2 Lung Photomicrographs

Figure 3 depicts the distinguishing features between healthy lung cells and inflamed lung cells. The healthy lung image is characterized by large clear openings of the alveoli, or lung cells. In the inflamed lung cell photomicrograph, the alveoli do not have clear openings; they are filled with bluish-purple inflammatory cells. A large part of the feature
extraction for the lung focused on identifying the large, clear openings versus openings that were filled with inflamed cells.

2.2.3 Kidney Photomicrographs

Figure 4: Photomicrographs of (a) healthy and (b) inflamed kidney tissue.

Similar to the liver cell, healthy kidney cells display uniform nuclei over the entire region of the photomicrograph. In Figure 4 (b), inflamed cells are located in the center of the image and are characterized by the clustering of dark blue nuclei.
2.2.4 Spleen Photomicrographs

Figure 5: Photomicrographs of (a) healthy and (b) inflamed spleen tissue.

Figure 5 (a) is a photomicrograph of healthy spleen cells. Most of the image displays uniform nuclei similar to the kidney and liver cells. However, as shown in Figure 5 (a), there are certain areas of the spleen, characterized by large, paler portions of pink, that
are not indicative of disease. This characteristic of spleen cells makes classification more
difficult. Figure 5 (b) displays the characteristics of inflamed spleen cells, which are
clusters of dark blue nuclei surrounded by an elliptical area of pale pink. The
classification of photomicrographs of the spleen was the most challenging because of the
non-uniform characteristics of both healthy and inflamed cells.

2.3 Feature Extraction

As shown in Section 2.2, the characteristics that separate healthy cells from inflammatory
cells are similar amongst all of the organs. For this reason, a unique set of features was
not necessary for each organ. This section provides detail of the various features that
were extracted and the reasoning behind each feature.

2.3.1 Pixel Histograms

The first, most rudimentary feature extracted from all images was a quantized pixel
histogram. An image histogram provides information regarding the frequency of pixel
values within an image. This feature was selected because color plays an important role
in distinguishing healthy cells from diseased cells. Healthy images will have a histogram
containing pixel values closer to the white side of the spectrum, while inflammatory
images will have a histogram containing pixel values closer to the black side of the
spectrum, due to the significantly darker nature of inflamed cells. A histogram quantized
to 16 bins was created for each of the red, green, and blue color channels. Figure 6
illustrates the traditional histogram compared to the quantized histogram. The histogram
was quantized to reduce the computational complexity of the algorithm as well as to
reduce the dimensionality of the feature vector.
2.3.2 Statistical Data

In addition to pixel histograms, a statistical representation of each image was used as another feature. Statistical features have been proven to give good classification results, as noted in [8]. The statistical features extracted from each image were mean, median, maximum, minimum, and standard deviation. The use of statistical features has been proven in a variety of papers as a good feature for image classification; however, from an intuitive level, it is easy to comprehend the importance of these features relating to this specific problem. Pixel values will be lower in an inflamed image due to the darkness of the inflamed cells. This will force the mean of the pixel values lower than that of a normal liver cell image, and will also affect the other statistical measures used.

2.3.3 Gray Level Co-Occurrence Matrix

One of the most useful features utilized in this classification system is the gray level co-occurrence matrix (GLCM). Properties of the gray level co-occurrence matrix have been proven to provide valuable information regarding the texture of an image [9]. The MATLAB command `graycomatrix` was used to generate the gray level co-occurrence
matrix of each image, while `graycoprops` was used to extract the properties of the GLCM.

The following properties were used as features in this classification scheme [10]:

- **Contrast**: A measure of the intensity contrast between a pixel and its neighbor over the whole image.
- **Correlation**: A measure of how correlated a pixel is to its neighbor over the whole image.
- **Energy**: The sum of squared elements in the GLCM.
- **Homogeneity**: A value that measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal.

### 2.3.4 Wavelet Decomposition

The final feature extracted from each image was a nine-level two dimensional discrete wavelet approximation. Wavelets have gained significant attention as a useful tool for a variety of image processing applications [11] [12]. The benefit to using wavelet decomposition is the fact that it provides information not normally available from the spatial domain information [13]. Wavelets have been used in applications such as JPEG200 image compression [14] as well as features in image classification systems [15]. Four images are generated as a result of the wavelet decomposition; however, this system utilizes only the LL component. The LL sub-image represents the low spatial frequency components in both the horizontal and vertical directions. A nine-level decomposition was necessary because of the size of the images provided. Each image was 3072 by 4080 pixels. The nine-level decomposition provided an 8 by 6 approximation of the image, which was then used as a feature for the classifier.
2.4 Lung Specific Features

The liver, kidney, and spleen exhibit similar distinguishing characteristics between healthy and diseased tissue. The lung, however, is distinctively different from the rest of the organs. For this reason, two additional features were extracted in order to capture the distinguishing characteristics of the lung images.

2.4.1 Percentage White

One of the distinguishing features between healthy lung tissue and inflamed lung tissue is the amount of white present in the image. As shown in Section 2.2, healthy lung tissue has large white openings throughout the image, whereas inflamed lung tissue has inflamed cells where the large openings should be. The percentage of white pixels was calculated in the following way:

1. Convert color image to red, green, and blue grayscale images.
2. Convert grayscale images to a binary image using a threshold of 180.
3. Sum up the total number of white pixels and divide by the total number of pixels.

Figure 7 displays an example of the image processing done in order to make this calculation. For a majority of the training set of images, it was observed that the percentage white statistic was reliable in distinguishing healthy from diseased tissue.
Figure 7: (a) Color image, (b), red channel grayscale image, and (c) binary image of lung cell photomicrograph
2.3.2 Percentage Filled

Another feature used for the lung images is the percentage of white that is filled. In the healthy lung tissue, it is easy to identify the open white spaces. The white spaces that should be open are still identifiable by eye in the inflamed lung tissue. To the human eye, the main distinguishing feature of inflammatory lung tissue is that the white space is filled with inflamed cells. The percentage filled feature is an attempt to calculate the white openings of either healthy or inflamed tissue, and then figure out if the tissue is filled with inflamed cells. In order to calculate the percentage filled, a classical image processing technique known as morphological closing was used [16]. The following steps were used to calculate the percentage filled:

1. Convert color image to red, green, and blue components.
2. Convert grayscale images (pixel intensity range 0 to 255) to binary images using a threshold of 160.
3. Morphologically close the image.
4. Subtract the closed image from the binary image.
5. Sum up white pixels from image in step 4 and divide by sum of white pixels from image in step 3.

Figure 8 displays the steps taken in image processing in order to calculate the percentage filled feature for an inflammatory lung photomicrograph. The red circles in Figure 8 (a) call attention to inflammatory cells in the lung tissue. In Figure 8 (b), the red circles illustrate that the morphologically closed image no longer has these inflammatory cells. Thus, the white region that should be clear of inflammatory cells is identified, and the percentage filled is then calculated as stated above.
Figure 8: (a) Binary image, (b) closed binary image, and (c) closed minus binary image
Chapter 3: Decision Engine: SVM

The classification algorithm used in this system was a Support Vector Machine. While there are a variety of classification algorithms, the Support Vector Machine has been proven to be a powerful classifier [7]. The focus of this research was to investigate and develop a strong feature extraction algorithm without experimenting with a variety of classifiers.

After extracting useful features from every training image, the feature vector is fed into the input of the Support Vector Machine. A label vector is also input into the Support Vector Machine, labeling each set of training features as either healthy or diseased. From there, the data is mapped non-linearly to a dimension higher than that of the feature space [17]. Once the data is mapped to a higher dimension, the Support Vector Machine generates a hyperplane that optimally separates the healthy and diseased classes. Figure 9 illustrates in a simplistic manner the Support Vector Machine algorithm:

![Figure 9: Plot of feature vectors and hyperplane](http://www.precision-crop-protection.uni-bonn.de/gk_research/project.php?project=3_06)
Each red or blue dot represents one feature vector from one image that is mapped to a higher dimension. The Support Vector Machine establishes the hyperplane, the line labeled $(w^x) - b = 0$ in Figure 9.

After the training phase, the Support Vector Machine is ready to classify new images. The input to the Support Vector Machine is now the feature vector of the test images; a label vector is not an input at this stage, as this would defeat the purpose of testing. The algorithm then continues to map the feature vectors to a higher dimension using the same mapping function as for the training images. Once the feature vectors are mapped, the Support Vector Machine makes a decision on the class of the image based on its spatial relation to the hyperplane developed in the training stage.

In Chapter 2, dimensionality was mentioned as a reason for reducing the number of samples for the quantized histogram. The “curse of dimensionality” is a well-known aspect of any sort of statistical classification problem. The “curse of dimensionality” states that the demand for a large number of samples grows exponentially with the dimensionality of the feature space [17]. Therefore, as more and more features are added, classification rates can decrease unless the number of training samples is increased. Because this classification system is designed for a small number of training and test images, the feature space was kept relatively small in order to avoid the “curse of dimensionality.”
Chapter 4: Experimental Results

The automated image classification system developed in this paper was subject to two different rounds of testing.

4.1 Initial Testing and Results

For the first round of testing, the Pennsylvania State University Animal Diagnostic Laboratory provided 25 images per class per organ. The classification system was developed and tested multiple times with this initial set of images until favorable results were achieved. A subset of 10 images per class per organ were used as training images for the classification system, and the remaining 15 images per class per organ were used as test images. The 10 training images per organ per class were chosen randomly during each trial in order to test the robustness of the system. The desired classification accuracy, around 85% for initial testing, was not achieved until all of the features discussed in Chapter 2 were added to the feature extraction algorithm. Tables 1-4 show the experimental results using four different random training sets. Each row in these confusion matrices represents the expected classification category, while each column represents the category predicted by the classification system. Therefore, a good classifier will have numbers close to one across the diagonal; these numbers are bolded in the following tables.
Table 1: Initial Classification Results For Liver Cell Images Using Four Random Training Sets

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
<th>Necrotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Necrotic</td>
<td>0.00</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
<th>Necrotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.93</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Necrotic</td>
<td>0.00</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
<th>Necrotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.93</td>
<td>0.00</td>
<td>0.07</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>0.92</td>
<td>0.08</td>
</tr>
<tr>
<td>Necrotic</td>
<td>0.00</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
<th>Necrotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.86</td>
<td>0.14</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Necrotic</td>
<td>0.07</td>
<td>0.13</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Table 2: Initial Classification Results For Lung Cell Images Using Four Random Training Sets

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.86</td>
<td>0.14</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.86</td>
<td>0.14</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.86</td>
<td>0.14</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Table 3: Initial Classification Results For Kidney Cell Images Using Four Random Training Sets

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.80</td>
<td>0.20</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Table 4: Initial Classification Results For Spleen Cell Images Using Four Random Training Sets

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.87</td>
<td>0.13</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.87</td>
<td>0.13</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.13</td>
<td>0.87</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.87</td>
<td>0.13</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflamed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.73</td>
<td>0.27</td>
</tr>
<tr>
<td>Inflamed</td>
<td>0.07</td>
<td>0.93</td>
</tr>
</tbody>
</table>
Tables 1-4 illustrate numerous characteristics about the proposed classifier. Overall, the classifier reaches accuracies in the 80-90% range for each random training set, indicating that the classifier is robust to changes in the training set. Also, higher classification accuracies are seen for the inflammatory and necrotic cases. In classification of medical imagery, it is highly desirable to have a system that is very accurate in classifying malignant tissue.

4.2 Final Testing and Results

The results from Tables 1-4 indicated that the classification system was performing successfully. Because the system was proven to have high classification accuracy for the initial set of images, an entirely new set of images was obtained from the ADL in order to test the system on a larger set of images. During the final trials, the entire image set consisted of the original images used in the initial testing and a new set of images provided by the ADL. In total, there were 50 images per class per organ. Twenty training images per class were chosen randomly in order to ensure that results were not based off of an extremely good or extremely bad training set. For each organ, the classification system was tested with twenty different training sets. The average classification accuracies and standard deviations for each organ are shown in Table 5. Figures 10-13 illustrate classification accuracies between using a training set of 20 images compared to a training set of 25 images.
Table 5: Final confusion matrices of (a) liver, (b) lung, (c) kidney, and (d) spleen tissue.

(a)

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflammatory</th>
<th>Necrotic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.94 ± 0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inflammarory</td>
<td>0.92 ± 0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Necrotic</td>
<td></td>
<td>0.86 ± 0.20</td>
<td></td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflammatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.95 ± 0.04</td>
<td></td>
</tr>
<tr>
<td>Inflammarory</td>
<td></td>
<td>0.97 ± 0.02</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflammatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.74 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>Inflammarory</td>
<td></td>
<td>0.84 ± 0.20</td>
</tr>
</tbody>
</table>

(d)

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Inflammatory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Healthy</td>
<td>0.89 ± 0.05</td>
<td></td>
</tr>
<tr>
<td>Inflammarory</td>
<td></td>
<td>0.89 ± 0.06</td>
</tr>
</tbody>
</table>
Classification Accuracies of Liver for 20 Training Images vs. 25 Training Images

Figure 10: Classification accuracy of liver cell images

Classification Accuracies of Lung for 20 Training Images vs. 25 Training Images

Figure 11: Classification accuracy of lung cell images
Classification Accuracies of Kidney for 20 Training Images vs. 25 Training Images

![Classification accuracy of kidney cell images](image)

Figure 12: Classification accuracy of kidney cell images

Classification Accuracies of Spleen Using 20 Training Images vs. 25 Training Images

![Classification accuracy of spleen cell images](image)

Figure 13: Classification accuracy of spleen cell images
The experimental results in Table 5 are a good representation of the effectiveness of the proposed classification system because of the number of random training trials. The standard deviation was included in this set of results to show how far the accuracies varied from the mean value over the twenty trials. Other than the kidney, the classification accuracies were all above 85%, which is comparable to other classifiers in the medical field [6], [10]. Comparison of the initial set of kidney images and the final set of kidney images showed that there were significant differences in the staining of the tissue, which could contribute to the lower classification rate. Table 5 (a) also illustrates a large deviation in the identification rates of necrotic liver tissue. Again, this was due to large differences in the necrotic tissue from the initial and final sets of images from the ADL.

Another measure of the effectiveness of a classification system is how well it performs for smaller training sets. Figures 10-13 illustrate that the classification accuracies do not drastically decrease when using a training set of 20 images compared to a training set of 25 images. In some cases, the classification accuracy is slightly higher for the training set of 20 images. This discrepancy is due to the fact that the training sets were randomly selected. Nonetheless, the insensitivity to size in the training set illustrates the robustness of this classification system.
Chapter 5: Conclusion

5.1 Interpreting the Results

The automated image classification system proposed in this paper utilizes a unique set of features and a Support Vector Machine decision engine to classify the image database provided by the Pennsylvania State University Animal Diagnostic Laboratory. Utilizing an initial set of 25 images per class per organ, the classification algorithm achieved outstanding results. However, as the final set of images was added to the collection, the classification rates were slightly lower for the kidney and liver. There are likely two causes for the lower accuracies. First, the second set of images was taken from a different breed of cattle than the first set of images. Many of the tissues had distinctly different characteristics. Second, the final set of images was stained differently than the first set of images. Researchers at the ADL reason that the staining of histopathological images varies from day to day. A potential solution to this problem is discussed below.

5.2 Future Work

The classification system proposed in this paper is an excellent preliminary classifier for an initial image database provided by the Pennsylvania State University Animal Diagnostic Laboratory. The experimental results exemplify that automated classification of histopathological images is a worthwhile field of interest. The continuing collaboration between the ADL and the Department of Electrical Engineering will facilitate an even more complex and robust classification system. From the image processing side of the project, there are many possibilities for future improvements to this system. First, because of the distinct staining differences between
the initial set of images and the final set of images, a color normalization pre-processing stage would be beneficial [18]. This step will prevent classification errors due to differences amongst staining in the histopathological images. Next, the exploration and utilization of different features is an extremely important in designing a more accurate classification system. While classification of histopathological images is a relatively new venture, there are a wide variety of features that are applicable in this situation. Nuclei segmentation statistics [10], adaptive discriminant wavelet packet transforms [19], and color texture analysis using self-organizing maps [10] are all possible features that have provided strong classification rates. The investigation of completely new features is also important in developing a unique classification system for this application.

Not only is it important to investigate new features for the further development of this system, but it is critical to explore decision engines other than Support Vector Machines. Meta-classification using Support Vector Machines can provide more accurate classification rates [13]. The use of neural networks and boosting algorithms may also provide better results.

From the ADL side of this project, more images will be required to further test the robustness of the system. Many automated image classification systems utilize databases with hundreds images available for training and testing [20]. A large set of images provided from the ADL will allow further development of a more accurate and robust system.

5.3 Concluding Remarks

Automated classification has become increasingly important in the medical field for diagnosis of cancers, especially breast and prostate cancer. While classification of
histopathological images has been approached, the classification of liver, lung, kidney, and spleen tissue from cattle is a unique venture. The automated classification system proposed in this paper is a functioning prototype of a system that will help researchers at the Animal Diagnostic Laboratory at the Pennsylvania State University diagnose inflammatory and necrotic tissue in a faster, more accurate manner.
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