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ABSTRACT

Electrically detected magnetic resonance (EDMR) has proved to be a valuable
analytic tool for the characterization of defects in semiconductor devices. By measuring
small dhanges in current in the device, EDMR has much higher dedasttivity than
conventionaklectron paramagnetic resonanE®R. Low-field EDMR is a new
technique that has shown promise in defect characterization. Conventional BRIRyhas
low sensitivty at low magneticfields, but this is not a problem with EDMR. In fact,
making EDMR measurements at low magnéétd may have benefits in sighstrength.
We developed an EDMR system from the ground Tbis system consists of several
subsystems, whh will be discussed idepth. The completed systentapable of
producing a reproducible and well calibratedgnetic field ranging frorl50 to+150
Gauss, a variableodulating field ard an applied RF poweiThe gobal was to
successfully show thahe low-field EDMR system was operational, and then use it to
observe spin dependent recombina(i®BDR)in various devices, most notably CdTe/CdS
solar cells fromthe National Renewable Energy L&WREL). We will first discuss the
theory of operation of thsystemand some background @dTe/CdS solar cell£DMR,
and EPR of CdTeThen, wewill give a detailed description of all the equipment used in
the EDMR set up and how tlsetbsystems functionWe were able to successfully
achievea zero field respomsfor awell characterized 4H SIODMOSFHET, and then
possiblyachieved a zero fielspectrum for CdTe/CdS under forward bias. The results

will be analyzed and then further areas of research will be discussed.
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Chapter 1

Introduction

Sustainable energy production is becomingaasmgly important to meet the
worl dos ener gy de ma n dmgdeveloped ancetinedcad stientistsg i e s
and engineers work towards ways to replace fossil fuels. Using the sun as an energy
source has significant benefits and has been theesofinumerous research studies.

Energy from the sun is sustainable and completely renewable. This energy comes from
photons emitted bythesun wi t h 120, 000 TW hitting the E:
energy needs in 2030 could be met by covering j@86®f land with 10% efficient

paneldq1].

The majority of thesenodules today are based arowilcton architecture. This
technology, however, has limits in adaptability and price, and thus new materials have
shown significant pential to replace silicon as the semiconductor in photovoltaics.

Cadmium telluride has emerged as one of the best candidates to replace silicon.
CdTe has a band gap of 1.d¥ at room temperatuyevhich corresponds well to the
theoretical Shockleueiser limit for maximum efficiency, which is above 33%].

Thin-film solar cells based on arpjunction of CdS/CdTe are projected to be cheaper
and versatile than silicon.

Currently, siliconprices have fallen drastically attdn-film technology has
struggled to keep raising efficiencies whilevkring manufacturing costsl'he big

problem with CdTe based solar cells is that their efficiencieasr thansilicon. The



problem with efficiency is closely related to recombination centers in the device.
Recombination centers are mostly material dsfdike dangling bonds or impurity
atoms. These centers trap electrons, limiting current flow and overall power output.
Identifying these centers is imperative to understanding and correcting the defects. The
defect concentration is so low that there few analytic techniques that can be used
characterize this phenomenon

One potential answer is to analyze the material using electrically detected
magnetic resonance imagingDMR is a technique that is being effectivaed on
semiconductors lik&iC, and has applications f@dTe. Unique properties of this
technique allow for a much higher magnitude of sensitivity, translating to detecting
smaller quantities of defects. Results fromNE® analyses could help to understand

what defects are presantCdTe/CdS, and whether or not they limit performance.

Material Characteristics

Since a need for sustainable forms of energy was first realized, solar technology has
promised to be a viable solution. The resulting cost of the technology, however, has
always been the limited factor and prevented mainstream adoption. CdTe technology has
been rapidly advancing, and has several benefits over traditional technologies.

Cadmium telluride semicondiaes have a bandgap of about &\d This energy
correspondst t he wavel ength of | ight that CdTe
distribution of different wavelengths of photons and quantum properties of semiconductors,

a theoretical maximum efficiency exists, an efficiency which is much less than 100%.
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Accordingto the ShockleyQueisser limit for maximum efficiency, the ideal bandgap is
approxmately 1.21.5eV|[2].

CdTe has a bandgap in this region, and as such has the highest potential to achieve
maximum efficency for a singlgunction solar cell In reality, this efficiency is much less
because of logs at the quantum level and at material junctions. However, this theoretical
efficiency can be even higher using materials with different bandgaps to create multi
junction solar cells, as this allows the maximum range of th@ $ight to be absorbed.

For costeffectiveness, a simple CdTe/Cdél provides the best economical compromise
between efficiency and performance.

Another important consideration for a doped semiconductor to be used in solar cells
is their effectiveness at elevated temperatuEsctronics, like computer progsors,
operate better coldJnder direct sunlight, solar panels will experience a rise in
temperature. As this often when a solar cell wiiroduce the most electricity, it is
imperative that the materials used car gétform with changes in temperature.

Studies have shown that CdTe is indeed effective even at high temperatures. A
study found that under thermal straining at levels a PV panel would experience under direct
sunlight, CdTe outperformed traditional siliconadules[3]. This is promising and further
supports further research into CdTe solar cells.

Additional properties of CdTe make it effective even atlistin@knesses. Current
thin-film techniques allow for modules that us€% of the material that a traditional
silicon design would need for the same performadewel [3]. Thinfilms can require

specialized techniques, like molecular beam epitaxy (MBE), and specialized equipment and
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clean rooms. CdTe, however, can be produced in a much less clean environment. These
properties and production capabdgiallow CdTe to be manufactured at higher volumes

for much cheaper than other sjadized materials.

Electrically Detcted Magnetic Resonance Imaging

A large part of the efficiency limitations in CdTe solar cells is a result of material
defects in the selwonducting material. There are two techniques being used to analyze
these defects, electrically detected magnetic resonance (EDMR) and electron spin
resonance (ESR). These techniques work well for not just CdTe, but for thin film solar
cells based on NI semiconductosystems.

ESR is a sensitiveechnique, wth sufficient analytical poweto be able to provide
accurate renditions of the atomic structure at an atomic level, as well as the chemical
nature of the defect. EDMR is a method where the eleictmeasuremedt voltage,
current, or capacitandeis usedo obtain the ESR measurem@it This method
provides much more resolution and can provide greater detail than cone¢EER
techniques. A measurement usEIigMR, called spin dependent recombination (SDR),
is the ideal method of analyzimigfects. This method allows for an analysis of the deep
level defect centers, which are the areas that most limit carrier lifetime and thus
efficiency.

The reason why CdTe is such a good candidate for analysis using magnetic
resonance is that it containgclei that are naturally magnetic. Cadmium contains two

magnetic isotopes, 111i and 113. These isotopes have a spin quantum number of ¥2 and
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areabout 12% naturally abundgd. Telurium, also has two magnetic isotopes, 123
and 125. These magnetic nuclei also have a spin number of %2, but a8é&ccalbyindant.
The fact that cadmium and telluride both have magnetic nuclei with spin numbers of ¥2
makes the analysis much easier. The resonance states for these nuclei yield only two
conditions:= ¥2. This means that when the magnetic field used iarg/sis is applied,
the nuclei can either align with or against the magnetic field. This gives a $waple
peakpattern, ad providesaccurate results for each defect site.

There are two main problems using conventional ESR techniques. The first is
tha it is difficult to separate out only the defects which have the biggest impact on device
efficiency. The second is that the @eifresolution using ESR is low his means that
analysis of a material with orders of magnitude fewer defects than caalpeeaihwould
not yield useful measurements, because of the experimental limitations. Using ©DMR
measure&SDR, these problems can mostly be addressed and overcome, thus expanding the

scope and capabilities of magnetic resonance.

Downsides

While there issignificant potential for CdTe use in the industry, the material has
several unique issues compared to silicon. These issues could have significant impact on
the production capabilities and implementation safety. The first downside for CdTe is the
availability of the two elements, cadmium and tellurium. Whereas silicon is one of the
most abundant elements on Earth, the supply of tellurium is limited. This could easily

affect production rates. The other key downside to CdTe is the cadmium is a taxic hea
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metal. Groundwater contamination is a possibility during the lifetime of a panel, as is
environmental damage during fabrication.

Cadmium is a relatively abundant material, but tellurium is not nearly as
abundant. Tellurium is a rare earth elementigh&iund only on levels from-4 parts
per bllion naturally on Eartl§5]. The majority of commercial tellurium is a byproduct of
the manufacturing of copper, lead and gold. Currently, the supply and production of
tellurium is limited enough to cause significant limitations in thelpeation of telluride
based cells, especially as these cells see increased use. Researchers are currently
studying undersea ridges, whiafe rich in tellurium conterjs]. These ridges, if they
could be mined and economically processed, have to potential to significantly increase
the availability and supply of tellurium. If this process could be made hgfiaient and
feasible by advances in marine mining technology, this could be a huge factor in the cost
of production of CdTe films. Reducing the bogck period is a big factor marketing
and the sales of solar panels, especially with residential cases. A rise in the tellurium
supply, driving the price of the raw materials used in CdTe solar cell fabrication down,
could provide a significant economic boost and increase the alfidity of solar cell
technology.

The factor in the production of CdTe films that has the biggest impact on the
environment is the toxicity of cadmium. Cadmium is a toxic heavy metal, and is one of
the most deadly materials known to humans. Cadmiunritilgan be toxic as well,
especially if ingested, powdered CdTe is inhaledf e material is mishandlgé].

Numerous studies are attempting to determine the extent of the contamination and



chemical hazard risk associated with processed cadmium. Specific studidebav
sponsoed by First Solato address this risk.

One environmental study was performed by V.M. Fthenakis at a PV
environmental research center in New York. In terms of simplesemgs PV cells
made from CdTe wilemit the leastuantity of harmful air pollutiotecause the cells
require tle least energy to manufacty6d. If energy tgpowerthegrid was exclusively
generated by photovoltaics, about 90%lbEmissions could be redet[6]. It is clear
tha CdTe based solar cells have advantages , especially with low lifecycle emiasidns
that widespread use would beneficial to the environment.

The study also followed the amount &dvy metals released during production
and operation. Fthenaki®ncluded thatinder standard operating procedures, there are
no cadmium emissions to air, soil, or wg@r Cadmium emissionsnder extreme
situations like fires or broken panels were negligjble

This study, among others, shows that cadmium toxicity is a concern, yet when
proper procedures are employed, there edaced risk, especially once the panels are
produced. During fires and high heat failure, the glass of the panels actually fuses

together, trapping the CdTe material and thus further reducing contamination risk.

Conclusions

CdTe has seen a significantiiease in use recently. This is mainly due to several
properties of CdTe that make it a particularly suitable material for solar cell application.

CdTe based PV modules can also be manufacture@itestively, reducing consumer
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buy-back periods The man problem with this technology is reduced efficiency le¥els
especially compared to theoretical vafuidmit even more importantly with competing
silicon-based technologies. Because of the element cadmium that makes up CdTe, there is
a risk of negative ensonmental impact. Studies have been done that have shown that even
under complete failure, the panels remain stable and do not leach toxic amounts of
cadmium into the environment. PV panels made using CdTe/CdS actually have the
smallest environmental fgarint of any technology in use today. CdTe based solar cells
are an excellent choice for a photovoltaics, and techniques like EDMR contimelp to

refine this industry and advance the technology



Chapter 2

Background

One of the best analytical todts semiconductor analigsis magnetic resonance
Electron paramagnetresonance studies of CdTe material have shown the ability to
identify several defects in the microstructtE®MR has further advantages of higher
defect resolution and the ability test fully fabricated devices.

The principes of EDMR are well understogd]. In a pn junction
semiconductothere is a depletion region at the junction where there is-&quitibrium
of electrons and holes. In order for the system to regain equilibrium, recombination or
generation will occur. Recombination occurs when elediaa pairs are eliminated,
while generation is where the electrioole pairs are generated. Recombination and
recombination current is what is studied using EDMR.

Recombination can only occur when an electron spin and the unpaired spin of the
recombination site are opposite. If belkectron and site have the same spin, the
transition is forbidden and will not occur. When the magnetic resonance conditions are
met, either the electronés or sThsebs spi
condition is defined by the followingquation:

D Q0
wherehisPlak 6s constant, 3 is the applied

the Bohr magneton, and B is the applied magnetic field.

ns
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The altering of spins can make a previous forbidden transition allow&bée.
new recombination ents alter the conductivity of the matdri This effect can be
guantified by measuring the current change in the device. The benefit of EDMR is the
sensitivity. Typically, the change in current is sufficiently large that the defect resolution
of EDMR is much higher than conventional ESR, ¢gtlly 100 times or much mofé].
Recombination centers can be a vgref material defectsFigure2.1 shows a

representative schematicatypical CdTe/CdS cell, much like the sample that will be

Grain boundaries: Back contact:
- Act as potential barrier (various metals)

- Recombination /

e Void:
i - Gas transport

[T Grain surface:
| - Surface recombination

S & 2 Glass ’
Grain interior: Junction:

- Bulk recombination - Interface recombination

Figure2.1: Grain structure schematic (adapted fri&})

tested. There are many places where recombination can occur, including bulk
recombination, surfacecombination at grain surfaces, and interface recombination.

Some defects haverahdy been characterized usEgR
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EPR is a ma general technique where electron spins are flipped and the
subsequent response gives information about the location of the ele&RRd1as been
used todentify various dopants like chromium antinganesaons, cadmium vacancies,
and more.A recentstudy has shown conclusive evidence that EPR has the analytic
power to observe defect centers in CdTe/CdS solar[8¢lls

A study dane by a research team in Poland identified chromium ions in the CdTe
crystal. The team used a Bruker EZI® spectrometer and made the measurements at
room tempratureand atX-band (9.6 GHz)10]. The EPR spectra showed a dependence
on angular orientation. The results of the EPR spectra indicated that the defect was a
Cr’*ion that had taken the place of a cadmium gtbdih

The absence of a cadmium atom in th& €dhicrostructure has been studied
using EPR as welband labeled as an A centddsing the same Bruk800spectrometer,
measurements were made this time at 25K usingrhedis a coolarjfiL1]. The defect
was detected in its singlegative charge state, and it was shdwat it has trigonal
symmetry. Hyperfine interactions from the spectra show that the hole is localized on a
Te aton [11].

A study done in Germany showed a new defect center that was discovered after
irradiation of CdTe with neutrons. The defect consists of a Cd vacancy and either a
donor on an adjacent Te or and impurity isogtEic to Tg12]. This is a variation of an
A center, and the defect was labeled XA.

A Te vacancy, also calleghF center, was observed by a study done in Erop

An F center defect is an isolated anion vacancy. The defect was characterized with a
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isotropic g value of 2.000+0.001 and hyperfine interactions showing it was surrounded by
four Cd atomg13].

Titanium and vanadium doped CdTe signals have been observed using optically
detected magnetic resonance (ODMR) and FRPR EPR esults showttat Ti ions are
either in Tf* or T** states, while Vions are only in the ¥ state[14].

Lead, tin and germanium doped samples were studied using EPR in 1985.
Spectra were obtained for each ion, vathtests undergone at-band and 20K15].

Using a variation of EPR imlving spinflip Raman scattering (SFRS),
researchers have been able to use optically detected spin resonance techniques to observe
Mn?* 3c® spin level ions in CATEL6]. The line shape was dominated by hyperfine
interactions, leaving the resonant intedrate state to be characterized by a free or
weakly localized excitofil6].

Annealing CdTe in £dCl, based environment has showrsignificantly
improve device performan¢&7]. Adding the ClI to the latticeill add Cl as asubstitute
for a Te vacancy, or F center. This effect has been documented by EPR[$Ridies
[19]. In a preliminary study, spectra for Cl, In, and Al doped CdTe were observed under
photon illumination at 12K18]. It was concluded that these elements were shallow
donor defect$l8]. In a followup study, EPR was done on Cl doped CdTe atigying
degrees of heat treatmdh®]. The results of this study showed a signal dependence on
annealing temperature.

Although there has been no direct evidence that the addition of copper to th
contacts increases recombination in CdTe solar cells, Cu has been shown to limit

performanceparticularly when the device is stres$2d]i [22]. A small amount of Cu is
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used to improvéack contact properties. Although no EPR results have been
documented, Cu would be an atom to look for in an EDd@&ctrum, particularly if the
device is being thermally stressed.

There have been many EPR studies on doped, treated, and untreated CdTe. The
studies summarized provide a background as to what to expect from the samples that will
be testednd future sanips produced using varying manufacturing techniqueasy
features in the spectrum to be analyzed can be-cete®nced with the results of these

studies to validate conclusions.
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Chapter 3

Experimental Setup

A low field EDMR spectrometer requires the wddive different subsystems.
The first is the larger, multipldelmholz coils systemwhich provice calibrated and
repeatablenagnetic field sweegfrom -150to 150 Gauss. The secondmponent is the
pair ofmodulation Helmhdk coils, which helpialock-in detection help improve signal
resolution Thethird system i@n RF powecircuit, which makes up an oscillation

magnetic field The burth system controls the semiconducatevicebiasing and sigrna

Figure3.1: EDMR system schematic
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amplification. The fifth component recordsdeaverages the resultant EDMR spectra
These systemmustall work together, and optimizing themimportant forachieving a
reliable high signalto-noise measurement

Figure3.1 showsa schematic of the experimental setwhile Figure3.2 shows
the actual setupEach systemwill be thoroughly discusse@nd a comprehensive list of

equipment will be givein Appendix B.

Figure3.2: Experimental setup

Main Helmholtz Coils

ProgrammingCurrent Ramp

The main Helmhdk coils are powered by a Kepco bipolar operational power
supply. No computer or computer software is used in this set up, so the power supply

had to be programmed in order to produce the coawrent to power thelelmholtz
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coils. The current programming was doumging the current programming input on the
Kepco supply.

The easiest way to program the current source was by using an arbitrary
waveform generatorln order to get to 150 GaussAihps of current needed to be
applied to the magnet. Ideally, the power supply would sweep a current linearly2from
Amps to 2 Amps, and then jump instantaneously back dowhAonps and run the
sweep again. To achieve this, a ramp waveform was udezlarplitude of this wave
dictated the amount of current supplied by the power supply. 20 Vpp coincided to 2
Amps while 10 Vpp produced 1 Amp. The pergitbuld be variable, optimized ftre
spectra you expect. For a full field sweep,staated witha period of 208 seconds,
which allowed for a steadily increasing sweep as well as time for the signal axterage
reset after each rurLater, these settings were modified to sweep through various fields
as shown in Appendix Blablel.

The signal averager display was 10 divisiona aserdesignated time per
division. For a fulifield sweep, the averager was se2®48 seconds per division,
meaning that a full run recorded data20#.8 secondsAfter the204.8 seconds, ther
was a delay in the signal averager, during which the device ended a run and then
triggered and began another run. This det@ant that a period of more than 204.8
seconds had to be used in order for the runs to end correctly and then trigger and start
again. After testing throughial and error as the exact delay time was unknown, a period
of 208 seconds optimized tseveep. However, due to the reset déteyrun ended
prematurely and couldpparentlynot record data after 204.8 seconds. This mtwis

while the run started correctly & A, the top range was only about 1.95 A. This issue
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was only minor, and coulde fixedby slightly increasing the magnetic field sweep time.
In the near future, we will develop a more permanenbyixipgradingo a computer and
using software to record data and program the current sweep.

The signal averager required a trigger input to correctly know when to begin a
sweep. The trigger was set to the most negative slope, and the input was the just the
arbitrarywaveform that was used to input the current programming control. The negative
slope setting enabled the signal averager to start each run at exactly the start of the
wavebrm, which corresponds t@A and-150 Gaus®r another desired magnetic field

amplitude

Main Helmholtz Coils

The current output from the Kepco power supply went directly to the main
Helmholtz coils. Helmabltz coils areessentially just an ettromagnetic device that will
produce a magnetic fieldThis magnetic field is useful forrumber of reasons. lan
effectively produce a nearly uniform fielathichis very useful for the experiments we

will be running[23]. The coils are desigm using the governing equation

T~ “¢0
_Z'
v Y
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where B is the resultant magnetic figld,is the permeability of free space, n is
the number of turns in each coil, I is the current through the coil, and R is the distance

between the two coilsThe coils are orientad & shown inFigure3.3.

~

Bcoils

-

A

N J
Y

R

Figure3.3: Helmholtz coil diagram

Each individual coil must beeparatedo that the distance between coinciding
coils is exactly the radius of each collhis is the dimension Bhown inFigure3.3. The
current must also run in the same direction in each coil. Multiple coils can be used to
increase the uniformity and also the magnitude of the magnetic fieldmainefield
Helmholtz magnet design used had three sets of coilse 38t oomewhat smadr

modulation coilsvere included in the design to allow for leitkdetection
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Modulation Helmholtz Coils

The modulation coilprovide an oscillating magnetic field on the order of a few
Gauss.This oscillating field is complementary to the magnetiafiedm the main
Helmholtz coils, ana@an significantly reduce signal noisgth the use of lockn

detection Themagnetic field swaeis qualitatively illustratedn Figure3.4.

B Field

Time

Figure3.4: Qualitative display of modulation fiel@5]

The dashed line indicates tHewly varying magnetic fieldlue tothe main
Helmholtz coils, andhe solid sine wave indicates the sum of that field fhlas
modulation field. Although the diagram is greatly exaggeratedriheiple of operation
what is important.

The modulation filel helps reduce noise when using a latlamplifier. The
lock-in amplifier is phase and frequency sensitive, and can pick out the signal of interest
and amplify it. The lockin amplifier can be set tilter out any signal that is nat the

phase andréquency set by the signal generator, thus reducing signal noise.
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The modulation coils are driven by a signal generator, which outputs a sine wave
at an audio frequency. This frequency can vary from 100 Hz to well beydsdz10
Different frequenciesan give you different signal amplitudes and signal widths. The
amplitude of the sine wave shouwlduallybe directly proportional to the modulation field
width; however this is not always the case.

To achieve a sufficient drive current for the moduatcoils an audio ampliér
was used.The audio amplifier amplifiethe signal from the signal generator, and thus

increass the mod field amplitudeThis was important to achieving an optimal signal.

Low modulation
amplitude

EPR absorption

>
>

Too high of a

modulation amplitude

I
I
I
I
I

| | | Magnetic Field
A |
I
I
I
I
I

Lock in EPR response

<z >
>

Magnetic Field

hv
gls

Figure3.5: Importance of modulation amplitudizs]

There is always an optimum modulation amplitutdodulating at too high or too

low can distort the signal, affectthatcan bequalitatively observedh Figure3.5. In
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our measurementthe amplitude required larger drive currents than could be generated
without the use of an audio amplifier.

After the signal was amplified by the audimplifier, the signal passedrtbugh a
mod box. The mod box resstorjanda 10A fusetoipnotecti t t h
mod coil circuit The signal passed thigh thel gresistor and then oth power the mod
coi | s. resistande was lisgol allow direct voltage to ampere conversion for the
modulation field drive current. The modulation field is proportional to the drive current
in the mod coils. An oscilloscepcould be connected to the mod box so the sine

waveform driving the mod coils could be observed.

Sample Biasing, Signal Amplification and Averaging

Sample Mounting

The EDMR devicesamples weremounted on &ustom circuit board and then
placedin a specidy designed sample holder.eBause the solar cell samples k&arge
relative to otheEDMR samples undergoing testirgsomewhat more complex system
was required to successfully mount and study the devices.

The PCB layout is simple and consistdour leads. The leads correspond to the
source, drain, gate, and grouiod other samples, mainly metal oxide semiconductor field
effect transistors (MOSFET.sBecause the solar cell devices only had two contacts, the

two contacts were connected to thesideleads, leaving the other two leads unused.
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The leads led to a USB adapter, which was soldered to the MéAdm using the current

preamp to bias samples, an additional USB to BNC adapter is required.

Mounting the sample proved to be very difficulhe devices were not glass
encased, so they had to be mounted upside down. In order to have a sample sensitive to
light, a hole had to be drilled through the PCB so that the active laylez seblar cell

could be exposed to lighiThe light createslectrorhole pairs in the solar cells,

Cu conductive
tape

Kaptontape
(bridge)

1\

double-stick tape

Cu conductive
tape

Au wire or
equivalent
soldered
totape

Au wire or
equivalent
soldered
totape

glass slide

Figure3.6: Sample preparation schematic

producing a current which may then be utilized in the resonance detethersample
had exposed contacts: a front contact of indium and a back contact of agter phese
two metal layersr@ exceptionallyragile, and thusould not be soldered. The first
method that was used wsisggested bipr. David Albin of the National Renewable
Energy Lab NREL). A diagram of the proposed mounting schensh@vnin Figure

3.6.
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This diagram shows how
copper tape with conductive adhesi
can be used to make electrical
contact. Only a strip of copper tape

is needed to attach the front indium

contact, while insulating kepton tape
is used to prevent a short when usin
the coppetape for the back contact

lead. Figure3.7 shows the actual

mounting of the sampleThe issue

Figure3.7: Sample preparation

with this proposed method is that the conductive adhesive is not very copdatcil. A
multimeter verified that the adhesi\ayker prevented good electrical contact form being
made. Another problem with the copper tape was that it was pulling up on the metal
contacts and not sticking flush to the sample surface.

The first solution to this mounting problem was to roll the copguee on itself
and then use Scotch tape to keep pressure on the contacts and ensure good electrical
contact. The other end of the copper tape leads were then soldered to the PCB leads.
This resulted in a crude, but effective mounting system.

A more reined mounting method will besed on the other samples. Conductive
paintwas acquired from Bare Conductjgcompany based out of the UK. This paint
was graphite based, so it would not interfere with the EDMRasigThe copper tape
leads will besoldgedagainto the PCB leads, butithtime the conductive paint will be

used to fix the copper tape in place on the metal solar cell contacts as well as ensuring
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good electrical comaict s made. This methaslill minimize damage to solar cell contacts

and he devicatself.

Sample Holder

The sample holder was specifically designed to work with the Hetmboil
design. The holder was designed in Autodesk Inventor Profe¢2014, and then 3D
printedat t he Learning Factovwewsilys facilities at
The magnet consists of a set of nested coils, anchtisé uniform magnetic field
is produced by the coildirectly atthecentes f t he coi | s 6Thasxthes of sy
sample holder was designed so that the cell would be in this exacGtpet. design
criteria were that the sample had to be fixed and stable yet be able to be quickly removed;
that the holder had to have space for RF coil to sit over the sample; and that the sample
holder had to be sturdy yet ceaftective.
Many differert ideas and designs were modeled in Inventor and then refined.

Some of the initial designs can be shawifrigure3.8.

Figure3.8: Early jig designs
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The whole model was scrapped several times and restarted from scratch to ensure
that the findproduct was sufficiently optimized. The final model featured a rail/slot
system the PCB could slide in and out of, a platform for the RF coil, and an open frame
design to save material costs and allow the operator a view of the sarhjker side
walls were used to ensure that the jig was more resistant to higher temperatures if the
magnet was run for extended period of tifidwe final design ishow below inFigure

3.9.

Figure3.9: Final jig design, front (left) and back (right)

Sample Biasig

CdTe/dsS solar cells are essenlydlrge areg-n junction diodes. Without
incident light, biasing is reessary forhie deviceo generate a curreniVhen the device
is forward biased a largairrent flows a very small current flows with reverse bidhe

dark current at modest forwhbias can be attributed recombination effects, so biasing
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with a specific voltage will givéhe best resultsSample biasing was done using a
homemade biasing box. The biasing s originally designed for MOSFETS, sh#s
the capabilities to gy a voltage across the source, drain, or gates dliage is
supplied by two 9 ¥t batteries and can be varied using the bnifiotentiometers. The
solar cells had to be forward b&d, so this was done by applying a voltage across the
two leadsconnected to the device contacts

The precisdiasirg voltage $ very important. Bising above the butih voltage
yields nosignal. This is becauder in the dark current measurements, are measuring
recombination currenh the depletion regionAbove the builin voltage there is no
depletion region. The recombination current is a maximum slightly below therbuilt
voltage. Dr. Cong Cochrane has characterizedSBignal amplitude relative to biasing

voltage, and there is a narrow band wheyenoal signal is achieve@4].

Signal Amplification

Signal optimizéion is one of the most importaobjectives of our experimeait
design. The sigal response from the solar cell under resonance is small and can easily
be lost in noise. The output signal from the solar cell is a current, which then goes into a
preamp and then a logk amplifier before finally going to the signal averager.

The sighal from the device first passes through a current preamp. The current
preamp takes the current and converts it to a voltage. The pheangapabilities for AC
and DC voltage outputs, as well as variable amplification. The gain of the current

preamplifer must be chosen carefully. The signal can saturate, causing problems with
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signal averaging. Téncurrent preamplifier also hasand pass filtersThese care used
to filter out unwanted frequencies in the signafter the signal is amplified, ituns
through another BNC cable into the leickamplifier.

Optimizing he lockin amplifiersettings is keyo having higrsignal to noise
ratios The lockin is phase and frequency sensitive. In a perfect systenEDMR
responseavould be exactly in plise with the madation coil voltage Howeverdue to
various capacitances and inductances in the system, the actual signal is almost inevitably
out of phase of the modulation voltage. This phase shift must be taken into account to
achieve the best signamplitude.

Usingits exceptional sensitivity to essentially only one specific frequency and its
ability to provide phase sensitive detection, thedmcgroduces a very large

enhancement in our system sensitivity.

Signal Averaging

The amplified andiltered signal is then output from the legkamplifier and
input via BNC cable to an EG&G Princeton Applied Research signal averager with
display. The signal averager takes the signal input, which is in volts, and plots it on the
display versus timeThe time correlates directly to the magnitude of the magnetic field,
so features in the EDMR spectra can be analyzed.

There are several parameters and settings to optimize on the signal averager to get
better results. T h érhefdwell tamte setimgtchamgesdghe tinee i d we

per division of the trace, and ultimately sets the time for each run. There are 10 divisions
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that make up a trace, so a dwell time of 7.168 sec/div dives a trace time of 71.68 seconds.
The actual run time is sligitlonger than 71.68 seconds, however. This is due mostly to
the operation of the system. There is some inherent time for the system to finish a run
and reset the trigger, where no data is being collected or displayed. This effectively

limits the uppelimit of magnetic field, and createshghtly asymmetrical sweep.

However this effect is not very significant.

The second setting is the averaging type. The setting used was standard
averaging. This setting averaged each data point over the cbarspexified number of
runs. The averaging could significantly reduce the signal ndisesignal noise ratio is
reduced by the square root of the number of runs. Each run took anyvamere minute
to two minutes. Since the improvement scales thighsquare root of the number of

repetitions, detection of a sigrefter only a few runs was important.

RF Power

The radiofrequency (RF) cqgirovides a electromagnetifield operating at the
RF c i resonance fiesjuency. The coil use@iDoty 35MHz coil. The RF system
is just ahigh quality factolLRC circuitwith impedance matchingThe Doty coil is
optimized to have a sharp resonance state at precisely 350 MHz. In practice, the
resonance frequency was 353 MH4dternate homemade RF circsiiind coils were
made and tested, but did not perform well enough to be used.

The important factor for a suitable RF coil is the quality factor, or Q fadtbe

ideal coil and circuit Wi have a very low signat all frequencies except at its resonance
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frequency, where it would have a sharp increase in signaltaagliThis is so because
only at resonance will the coil ptace strong oscillatingpagnetidield to the anple.
The oscillating field generates the resonance response we observe in HDBIR.
factor is a way taletermine hoveffectively the RF circuit can be tuned to optimize the
oscillating field. The Q carbemeasured using a secondary coil connected to an
oscilloscope.

To experimentally evaluate Q, oneeasursthe resonance fregacyat which the
peak occurand theralso measures theequency at which the signdiops by 3dBas
shown inFigure3.10. 3dB equates to log(3) which is 0.47Fhis means that the &nd

f, frequency measurements are mademvtine amplitude drops by 47.78&6,about 50%.

resonant frequency

]

3 dB bandwidth

Amplitude (dB)

]

-

>
>

Frequency (Hz)

Ly, S ——-
Voo L S

Figure3.10: Qualitative diagram for calculating Q

Several homemade RF coils were tested, with resonance frequencies of 168 MHz,

175 MHz, and 354 MHzHowever, the Q fothese coils ranged from 2, 3ahd 7.2
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respectively, which was not good enough to wsetir system\We decided to use a
manufactured RF coil from Doty Scientifid@his coil had an accompanying tuner circuit,
andhad a resonance condition at 3@Blz.

The Doty coil had a slightly asymmetrical drop off, with 47.7% reduction in
amplitude ocurring at 350 MHz and 360 MHZzThe coil, as expected, gave a much
better Q, with a Q equaling 35.Zhis RF coil was sufficiently optimized and suitable for

getting a good EDMR signal.
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Chapter 4

Results

In order to test the lovield characteristics of th€dTe deices, the solar cell
samples werérst checked for functionality, and then the ld&ld EDMR system was
optimized using a DMOS device that had known characteristics.CdTe 1V

characteristics will be discussed, followed by EDMR results uki@dPMOS device.

CdTe/CdS-V Curve

To test that the mounting of the solar cell had been successful, a semiconductor
parameter analyzer (SPA) was usétsing a Windows Basic code shownAppendix

A, the SPA could sweep over different biasing voltagesracorded the current output
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Figure4.1: I-V curve characteristics for CdTe/CdS sample
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of the device.The resulting curves are shownHRigure4.1. The blue curve shows the |
V characteristics in the dark, while the red showsdharacteristics under intense light
from an LED flashght. Qualitatively, the vV characteristics indicate that the solar cell

functioned correctly.

4H SiC DMGSFET Lowfield EDMR Results

The DMOS device was a functional SiC transistbis transistor was used to
test the zerdield capabilities of the EMIR rig. In zerofield studies, there is no RF
power used, so the result should be a current response at 0 Gauss during a magnetic field
sweep.Not having RF simplifies the system, and allows for optimization without extra
unknowns. For the zerdield sweep, weausually swept through either £150 Gauss or 75
Gauss Thevarioussettingsfor these sweeps and othare tabulated in Appendix.B

Ouir first confirmation that we had a working system is showkigare4.2. The
systemthat recorded this result did not have either a mod box or audio amplifies.
was the result after the signal averager averaged 182 Tinese was a distinct signal
close to 0 Gauss, which definitely confirmed that the system was workiogever,the

signatto-noise ratio was not good, and further optimization was needed.

Figure4.2: First characteristic spectra
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To optimize the system further, the modulation Helmholtz coil system had to be
greatly refined.In order to accomplish this, a mod box and audio amplifier were used.

This heped increase the signal and decrease the noise, and we were able to get the trace

in Figure4.3 after only 25 runs.

Figure4.3: Spectra after further sigsn optimization

Despite a better signal to noise ratio and a larger signal, the system was still not
optimized. The moduléon circuit was losing a lot of powdikely due to the aluminum
plates around the mod coibnd as a result the system was undermodul@tezisolution
was to increase the mod signal ditale significantly, to about §pp compared to 0.5

Vpp. This waked much better, and the saj was clear after just 1 run.
In addition, the system was operating well out of phase. In order to get itin

phase, the phase was changed until there was almost no signal, i.e. the system was out of

i

Figure4.4: Fully optimized signal response
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phase. The phase were usingvas +90°, but the signal was canceled out at +40fis
means that we were losing about haffthe signal amplitude. As a result, the logk
settings were changed to +130°, and the signal amplitude was improved.

Figure4.4 shows the EDMR spectedter the mod system was optimizedt both
low and higher frequencies, the signal to noise ratio was significantly better, and it took
far less time to achieve better resuli$ie trace irFigure4.4 took only fourruns, and

there isittle noise, and a much better signal resolution.

CdTe/CdS Lowiield EDMR Results

After numerous attempts to achieve a good signal, we achieved what could be a
zerofield response. This was undegh mod,and very low frequency, 75Hz. After 76
scans, lte response can be seeifrigure4.5. It would make sense the signal is broad,
and the signal seems to be centered as expected at the em@ver, his signal could

also be a baseline of noise.

Figure4.5: Possible CdTe/CdS zefield response at 75Hz

After this response was achieved, the system was slightly modifieelmod box

was changed to have a second resistor in patalfgkevent the components from
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overheating and prevent the maall wire fromoverheating.After leaving the solar cell

running forl67 scanst 100 Hz, a spectrum was achiéteat carbe seen irFigure4.6.

Figure4.6: Possible CdTe/CdS zero field response at 100Hz
After zooming in on the scan, the responsEigure4.7 looks to & convincingly
like a real zerdield response. Upon closer examination, there even appear to be small

features within the signal. With this much signal noise, we cannot confirm that this is a
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Figure4.7: Zoomed in CdTe/CdS response at 100Hz
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zerofield signal. However, it is very likely that this wilecome a clearer, higher signal
to noise signal after the system is further modified. This will be especially the case once
software can be used to further reduce signal noise.

We have successfully achieved a zBetd response for a 4H SiC DMOSFET
sanple, which has a known, large signal. Using this sample, we were able to optimize
settings on the lockn, including the time constant and phase. We were also able to
discover and solve problems with the modulation field coils. After optimization, the
signal to noise ratio improved dramatically. With optimized settings, we attempted to run
a CdTe/CdS sample from NREL to achieve a zero field response. While we achieved a
characteristic shape, we were unable to conclude that the response was reahand not

noise floor.
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Chapter 5

Discussion

We have builtow-field EDMR systemwhich isfully functional and capable of
achieving a excellensignal to noise ratio. Howevewe have yet to implement one
more step, which will make the spectrometer a research quaitynment. We will add
acomputerfor directdatacollection anccontrolof the magnetic field. The system will
output a spectrurdirectly comparing signal intensity tbagnetic field. This allows for
accurate interpretation of lingidth, zerecrossingg values, and determining which
defect is giving the response. Having a system that outputs sigmaiiyteersus time

can still provideuseable datdyut of limited precision

Problems Encountered

There were many problems encountered with sample nmgrstup, and
system optimizationMounting the samples was difficult because the cell had exposed
soft metal contacts of indium and silver. These contacts could easily be damaged, so
finding a way to mount the samples and achieve good contact walemgh. The
copper tape that Dr. Albin sent was not able to make good contact using it as was
intended. This was because the adhesive would pull up and prevent good contact from
being made. The adhesive was also determined to have insulating profderteegust

for this, the copper tape was rolled on itself to provide a conducting surface and then tape
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was used to apply spring tension to the copper tape. This did work, however multiple
times the tape had to be reapplied because the copper hactast eathdevice. An
alternative method was to apply a conductive paste or paint to form an electrical
connection between the cell contact and the copper tape. The conductivbgiaini
beusedwas obtained from Bare Conductiv®nce applied, thpaint should forma
much more stable and permanent contact.

There were many problems encountered with thegenainly attributed to
learning how each individual system wedkand becoming familiar with each piece of
equipment The first problem was figing out how to program the power supply to ramp
up in current. With no computer to input a signal, an arbitrary waveform generator had to
be used to create a ramp waveform. This proved to work and be reliable, however the
rapid jump the power supply me flipping current from positive to negative through the
coils caused artifacts to appear on the left side of the spectra. Fdielbsiudies, his
effect does not affect the zefield response, however adding the RF power may cause
important featugs at the edges of theagnetic fieldscanto become distorted.

Another problem with the seip was developing a useable RF coil and circuit.
The DotyScientificcoil was in use for another system, so continuously swapping parts
from a working system hasoductivity limits. An attempt was made to produce a
homemade RF circuit and coil. The coils used were one and a half turns and sized to fit
over the solar cell devices to apply a uniform field. With the available components, a RF
circuit was createchaat had a Q of 7.2. This was too low and not optimized enough to be
used. The likely problems were the components being used and stiraesoldering

required. Errant soldering and the method used to connect components on the circuit
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board baseould have created stray capacitances and inductances, which can
significantly limit the Q. Stray capacitances can cause asymmetry at the resonance
condition, which was observed during testing.

There were several problems encountered withasigrocessing Mog of these
problems were due to unknown causes of power dissipation in the mod system.
Originally, the mod coils were just powered usthg built in function generator fromeh
lock-in. However, it was clear th#te system was being very unoedulatel. In order
to improve the signal amplitude, more current had to be run through the coils. aghis w
done using ad circuit and an audio amplifierThe resulting signal was large enough to
modulate at a more optimal field width. Although there mesancertainty regarding
where the large power loss is coming from, the aluminum platesnigtime mod coils
may be causing sonpwer dissipation.

The other issue was in amplificatioRigure5.1 shows the signal responsengsi

two different preamps. Using the same sei and lock in settings, just switching pre

Figure5.1: Comparison of signal respanssing two
different current preamps
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amps gave two very diérent results. The top spectruvasrecordedusinga Signal
Recovery Model 5182 pramp after ten runs. The lower signal was obtained wsing
SRS preamp after just two runsWe initially wanted to switch over to the Signal
Recovery preamp in order for an EPR system to bétalt with the SRS pramp,
however, there are unknown issues with the SRS that must be first addressed.

It is clearthat the Signal Recovery pemp has much more noise. There is a peak
in a similar location, indicating that there is grsl, but the resolution teo low. One
possible explanation is that the SRS-angp has high and loyass filters. The extra
noise could be extraneous signals athor low frequenciesThe modulation frequency

was low and in the correct operating rafgethe preampas verified from the manual

Future Work

While much of the EDMR system developed was composeéweér, high
guality equipment, some of the important components were outdByedising a
computerbased setup, the logk amplifier, signal averager, and arbitrary waveform
generator can be removethstead, software developed by Dr. Corey Cochrandean
used o control the power supplgct as a virtual lockn, and record the datdn addition,
the software has builh noise reduction algorithmgA\ computerbased system would be
ideal for future research, and would provide more detailed EDMRrapmnd more
accurate results.

Future research areas for the CdTe solar cells include recording EDMR results

using sukbandgap photon excitatiotJsing LED lasers with varying wavelengths
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corresponding to possible deep level defects coull@more detailed account of defect

centers and the corresponding sources.
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Appendix A
Calculations & Programs

Windows basic code used feWIcurves:

config HP4145:03 RANGE:0
I

I SMUL - > GATE; SMU2(red) - > DRAIN; SMU3 - > Source(yellow); SMU4 ->
Bulk(g reen)

!

WAIT

I'NO LIGHT

!

sweep0 i=1 L=0.1 s4( - 2;0.025;2) v4=0 YL= -8Y=0 M4 M2 0=4
!

WAIT

I WITH LIGHT

!

sweep0 i=1 L=0.1 s4( - 2;0.025;2) v4=0 YL= -8Y=0M4 M2 0=1
BEEP

BEEP

BEEP

!

End

This code runs two-Y curves. The first, as indicated, is in the dakd the
second is under ligh The sweep was fror2 to 2 \Wlts at 0.025/0lt increments. The
output plot was shown with a log scale. The data was imported in Excel and thegesult

I-V curveis shown inFigure4.1.
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Scan width (Gauss)

Time constant (s)

Scan time (S)

60 0.3 18
60 1 60
75 0.3 22.5
150 0.3 45
150 1 150
300 0.3 100
300 1 300

Settings inTablel were establishedsing the following equation assumiad

Gauss modulation field width:

where S.T. is the scan time of the system, scan width is the full scan field width,

and U is the

BB ™o 8t

t 1 mia detections Knawing that weehdd aboata5 1 o ¢ k

Gauss modulation width allowed us to véngsesettings to predtably get optimal

system settings.




44

Appendix B
System Componerg

Table2: System component details

Instrument Type:

Manufacturer and Details

Arbitrary waveform generator

Fluke 291 100MS/s arbitrary waveform

generator

Bipolar opeational power supply

Kepco BOP 5e2M

Frequency generator

Boonton 102E FM/AM signal generator

RF coil

Doty Sientific Inc. 350 MHz remote coill

matching network

Audio amplifier

Insignia AM/FM stereo receiver NBR2001

Current preamp

Stanford Research Sgsns model SR570

Lock-in amplifier

Stanford Research Systems model SR8:

DSP lockin amplifier

Signal averager

EG&G PARC Model 4203 signal average

and EG&G PARC Model 4001 display
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