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Abstract

One challenge in the world of digital libraries is obtaining accurate data and metadata from sources where this information is not easily digitally accessible. In the case of CiteSeer\textsuperscript{x}, a digital library search engine of scholarly documents, this challenge manifests itself in extracting metadata and content from scholarly PDF files. CiteSeer\textsuperscript{x}'s current extraction system responsible for this is functional but could be improved in many areas. This thesis will present the architecture and design of a new extraction system that fixes the issues of CiteSeer\textsuperscript{x}'s current extraction system.
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Chapter 1

Introduction

1.1 Background

In the modern information age, it’s a challenge to store, organize, and make accessible the vast amounts of data available. Digital libraries attempt to do this, but face a variety of challenges such as dealing with huge quantities of data at reasonable speeds, dealing with unreliable data, and making data easily searchable and accessible. A key to accomplishing these tasks successfully is being able to extract content and metadata accurately from the unstructured data contained in analog or digital sources.

CiteSeer\(^1\) is a digital library of scholarly papers, deals primarily with research works published as PDF files. Papers can be searched for by their content, title, authors, keywords, abstract content, year of publication, and more. Papers are linked to each other by citation information and clustered with similar papers.

\(^1\)http://citeseerx.ist.psu.edu
1.1.1 CiteSeer\textsuperscript{x} Overview

CiteSeer\textsuperscript{x}’s components can be divided into two main groups, the frontend, which responds to user web requests, and the backend, which handles data acquisition and preparation. This is diagrammed in Figure 1.1 \cite{1}.

![CiteSeer\textsuperscript{x} architecture overview](image)

Figure 1.1: CiteSeer\textsuperscript{x} architecture overview

The frontend web servers retrieve information from the master database, the master repository, and the index server and serve the content back to users as appropriate. The index server is used for textual searches of the full body text extracted from PDF files. The master repository contains the actual PDF files; the master database holds the metadata extracted from these files, such as title, author, and citation information.

The backend is where the extraction system is located. First, the crawl system crawls the web to find potential academic PDF files. The PDF is then stored on disk along with a small amount of metadata in the crawl database, such as the date the crawler found the PDF and the URL where the PDF was found.

After PDF files are acquired via the crawl system, the extraction system extracts content and metadata from them. The results of the extraction process for each document are stored in various text and XML files.

Finally, the ingestion process is run which adds the extraction results to the master database and index servers as appropriate. This process is run on the backup repository.
server. More than simply copying information from destination to source, the ingestion process has to dedupe and cluster data, link and match citations, and disambiguate authors.

1.1.2 Content and Metadata Extraction

The extraction system’s role, to extract content and metadata, such as paper titles, authors, citations, and body text from scholarly PDF files is a critical step in making CiteSeerχ’s content accessible and searchable. This data could be entered manually for each document, but this would be impractical to do as CiteSeerχ stores approximately five million documents. In light of this, a fast and high-quality extraction process for PDF metadata is a crucial component of CiteSeerχ.

Unfortunately, the PDF file format is a complex file format designed to standardize document presentation, not convey content in a machine-friendly way. As an additional issue, there is no standard way to specify metadata for PDF files which makes automatic metadata extraction difficult. So, any metadata extraction system for PDF files has to handle the challenge of accurately extracting content and metadata from a file format composed of unstructured data. In order to accomplish this, an extraction system ought to be designed to be maintainable, usable, reliable, accurate, and performant.

1.2 Objective

The objective of this thesis is to create a new extraction system for CiteSeerχ which is maintainable, usable, reliable, accurate, and performant.

Maintainable software is software that can easily “be modified to change or add capabilities, correct faults or defects, improve performance or other attributes, or adapt to a changed environment.” Although there have been many attempts to quantify maintainability, a recent systematic review has shown that these maintainability analysis methods are likely
not effective [4]. In the case of CiteSeer\textsuperscript{x}, since new extraction concepts and tools are constantly being developed, it is specifically important that the extraction system is extendable, a property of maintainable software.

*Usable* software is software where a user can easily “learn to operate, prepare inputs for, and interpret outputs of the system” [3]. In the case of CiteSeer\textsuperscript{x}, the extraction system should be as automatic as possible and require as little human intervention as possible.

*Reliable* software is able to “maintain a specified level of performance when used under specified conditions” [3]. In the case of CiteSeer\textsuperscript{x}, the extraction system should be able to handle any PDF file as input and extract results (either successfully or not) without crashing.

In this paper, an *accurate* extraction system refers to the quality and accuracy of extracted content and metadata. In the case of CiteSeer\textsuperscript{x}, this is the content and metadata extracted from scholarly PDF documents. Without accurate extraction results, CiteSeer\textsuperscript{x}’s content would be much more difficult to access for end users.

In this paper, *performant* software is software that performs at an acceptable level. In the case of CiteSeer\textsuperscript{x}, the extraction system should extract data and metadata from PDF files quickly. The vast quantity of online scholarly documents, at least 114 million [5], makes this a necessity.

### 1.3 Outline

This chapter presented some background information about digital libraries, CiteSeer\textsuperscript{x}, and the challenges in extracting content and metadata from PDF files. The second chapter will give background information on the architecture of CiteSeer\textsuperscript{x}’s extraction system and discuss the positives and negatives of the current system. Chapter 3 will provide a summary of an attempt to modify and improve this extraction system that ultimately did not meet all of the goals listed above. The fourth chapter will explain the design and development of an extraction framework software library to support the goals for an improved extraction system.
It will then describe how CiteSeer\textsuperscript{x} can use this framework to create a new and improved extraction system which meets its objectives. The final chapter will provide conclusions on the work as a whole and possibilities for further research.
Chapter 2

The Current CiteSeer$^\chi$ Extraction System

2.1 Design

The extraction system of CiteSeer$^\chi$ extracts content and metadata from scholarly documents in the PDF file format. The process is controlled by a Perl script and the general flow is diagrammed by the flowchart in Figure 2.1.

The extraction system extracts information from documents that the crawl system has found. The crawl system maintains a database of these documents; the primary table in this database with information relevant to the extraction system is the main_crawl_document table. Table 2.1 illustrates the schema of the main_crawl_document table. Of especial importance is the state field, which holds an integer value representing the extraction status of the document. Possible values and meanings are listed in Table 2.2.
The Perl script makes an HTTP request to the crawl API server, a server that provides a layer of abstraction over the crawl database, for a list of documents on which to perform extraction. The number of documents requested can be set as a parameter of the HTTP request. In response to the request, the crawl API server retrieves a batch of documents from the crawl database that have not had extraction attempted on them yet, that is, documents with a state of 0. The API server then updates their state to 2 and sends this list of documents back to the Perl script in an XML format.

The Perl script then iteratively runs through the extraction process on each document. First, it copies the PDF document from the crawl repository to the target location, accessible by the ingestor. It next tries to convert the PDF to a plain text file, using either Apache
<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>int(11)</td>
<td>Document ID</td>
</tr>
<tr>
<td>url</td>
<td>varchar(255)</td>
<td>Document URL</td>
</tr>
<tr>
<td>md5</td>
<td>varchar(32)</td>
<td>MD5 hash of url</td>
</tr>
<tr>
<td>host</td>
<td>varchar(255)</td>
<td>Host name of url</td>
</tr>
<tr>
<td>content_sha1</td>
<td>varchar(40)</td>
<td>SHA1 hash of PDF</td>
</tr>
<tr>
<td>discover_date</td>
<td>datetime</td>
<td>Time document was first crawled</td>
</tr>
<tr>
<td>update_date</td>
<td>datetime</td>
<td>Time document was last crawled</td>
</tr>
<tr>
<td>parent_id</td>
<td>int(11)</td>
<td>Parent URL ID</td>
</tr>
<tr>
<td>state</td>
<td>int(11)</td>
<td>Status of ingestion</td>
</tr>
</tbody>
</table>

Table 2.1: Schema of the `main_crawl_document` in the crawl database

<table>
<thead>
<tr>
<th>Value</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Data not extracted</td>
</tr>
<tr>
<td>1</td>
<td>Extraction completed successfully</td>
</tr>
<tr>
<td>-1</td>
<td>Extraction failed</td>
</tr>
<tr>
<td>2</td>
<td>Extraction ongoing</td>
</tr>
</tbody>
</table>

Table 2.2: Meanings of the `state` field in the `main_crawl_document` table

PDFBox\(^1\) or PDFlib TET (Text Extraction Toolkit)\(^2\). If this succeeds, the script tries to determine if the paper is an academic paper based off of the contents of the extracted plain text. Currently, this is done through a simple regular expression that looks for the presence of the term ‘References’ or ‘Bibliography.’ If the paper is academic, then citations are extracted from the plain text file using the ParsCit library\(^6\). If this succeeds, header information, such as the title and authors, is extracted using SVMHeaderParse\(^7\). If the header extraction is successful, an HTTP request is made to the crawl API server indicating that content and metadata extraction was successful for the current document. If at any step along the way a problem occurs, such as PDFBox failing or the paper failing the academic filter, the extraction process ends for the document and an HTTP request is made to the crawl API server indicating that extraction failed. The crawl API server updates the status

\(^1\)http://pdfbox.apache.org/
\(^2\)http://www.pdflib.com/products/tet/
of the document in the main_crawl_document table depending on the parameters in the request it receives.

2.2 Discussion

While this design is functional, it is not ideal and there are a variety of areas in which it could be improved.

First, the implementation of the current design is not maintainable. The Perl script that controls the extraction process is put together in an ad-hoc fashion in which the code is quite brittle. While difficult to quantify, examples of flaws in the code include hard-coded integers with qualitative meaning, a sequential interspersing of subroutine definitions and imperative code, unused constant-like variables, and lines of code commented out with no clarifying explanations. In addition to these issues, the script’s overall structure makes it difficult to extend or to add features. CiteSeer\textsuperscript{x} has other extractors, such as table, figure, algorithm, and acknowledgment extractors in development which could be a part of the extraction process alongside of header and citation extraction. A better extraction system would be more modular and make it easy to add or remove extractors like these.

Second, the program terminates after extracting data from the list of documents it received from the crawl API. Instead, to make the program more usable, it should continue polling the crawl API after a run so it does not need to be manually restarted.

Third, the implementation of the current system is not reliable. For example, if PDF-Box or TET hangs, the whole extraction process will hang. A more reliable design and implementation would handle this.

Fourth, the current extraction system could extract data and metadata more accurately. A recent evaluation of different metadata extraction tools compared their performance for extracting the title of a paper, its authors, its abstract, and its year. SVMHeaderParse, the tool that CiteSeer\textsuperscript{x} currently uses for header metadata extraction, produces less accurate
results in every category than Grobid\(^3\), a competing tool.

Finally, this design only processes documents sequentially. A more performant design would process documents in parallel in order to take advantage of multi-core CPUs found on most machines. With the current design, in order to achieve any sort of parallel speedup, the Perl program must be started multiple times and run side by side with itself. However, this is not ideal from a user standpoint and could cause issues as the Perl script isn’t specifically designed for this kind of parallel execution. For example, in the past, running the Perl script multiple times at once caused data consistency issues because there was no ‘Extraction ongoing’ state in the crawl database. Multiple processes would attempt to extract data for the same document at the same time which lead to race conditions and conflicts. The addition of the ‘Extraction ongoing’ state fixed this issue and allowed multiple side-by-side executions of the Perl script.

\(^3\)https://github.com/kermitt2/grobid
Chapter 3

Improving the CiteSeerχ Extraction System: A First Attempt

The first attempt to improve the extraction system focused specifically on improving usability and performance by automatically parallelizing the execution of the Perl extraction script. This chapter will detail its design and the issues with the design.

3.1 Design

As described in Chapter 2, the current extraction system requires human action to start the Perl script every time extraction is to happen. The focus of this attempt to improve the extraction system was the development of a ‘wrapper’ program which would automatically run the Perl extraction script (and run it in parallel with itself) thus removing the need for manual interaction. Because Java is a widely-used language (and widely-used in CiteSeerχ), and it is generally easier to work with and read than Perl, it was decided that this wrapper
would be written in Java. Figure 3.1 diagrams the relationship between the Java wrapper and the Perl extraction script.

Figure 3.1: CiteSeer\textsuperscript{x} revised extraction process

Specifically, the Java wrapper would get the IDs and locations of unextracted documents directly from the crawl database, thus bypassing the crawl API. It would then start the Perl extraction script multiple times as separate processes and pass a portion of the unextracted documents to each process. Each Perl process would iterate over its list of documents and extract information as in the previous design. Once a Perl script completed, it would send a success or failure status for each document back to the Java wrapper, which would then update the crawl database with the results. Any time a Perl script finishes, the Java wrapper would also retrieve more unextracted documents from the crawl database and start a new
Perl process to work on the extraction of data from these documents.

3.2 Discussion

This attempt at improving the extraction system had some positive results: it improved usability and it improved performance by making it easier to take advantage of multiple CPU cores. Multiple instances of the Perl script were now automatically run at once, removing the need for human action to start them. Also, data consistency issues were eliminated since the wrapper handled all reads and writes to the crawl database.

However, overall, this design was not a significant enough improvement and, in fact, created some new problems and worsened some prior problems. Getting documents from the crawl database directly instead of going through the crawl API was a mistake that decreased maintainability. The crawl API provided a nice level of abstraction over top of making raw SQL queries to the crawl database. Removing this layer of abstraction coupled the extraction system more tightly to the crawl system and it also added unnecessary complexity to the extraction system code.

As the extraction system was primarily in Perl, it may have been cleaner to implement the parallelization in Perl. Adding a layer of Java code added more complexity that decreased maintainability and increased the chance of bugs.

Finally, this design did not address some of the core problems with the extraction system: its reliability, maintainability, and accuracy. The extraction system still suffered from the same issues where it would hang while processing some PDFs, the system was still hard to extend, and the system was still using extraction tools, like SVMHeaderParse, that could be replaced with better alternatives. A larger reworking of the system would be needed.
Chapter 4

A New CiteSeer\textsuperscript{X} Extraction System

To effectively accomplish the goals of making the CiteSeer\textsuperscript{X} extraction system maintainable, usable, reliable, accurate, and performant, a broader approach than small changes to the existing codebase was needed.

4.1 Extraction Framework

To facilitate this large redesign and rewrite of the extraction system codebase, a small general-purpose extraction framework was developed.

4.1.1 Objectives

There were multiple goals behind the creation of the extraction framework. The most important, perhaps, is that the framework should facilitate maintainable code in the CiteSeer\textsuperscript{X} extraction system. The framework’s main purpose is to abstract away the logic of coordinating and running the extraction process and let the user focus solely on defining the actual logic for
extracting data. Also to this end, the framework should meet the needs that CiteSeer’s extraction system requires, but it should not be coupled directly to CiteSeer. In other words, it should be possible to use for applications beyond just CiteSeer’s use case.

The framework should be performant by easily supporting data extraction from documents in parallel.

Like any well-designed library, the extraction framework should have a usable and easy to understand API. As poor documentation is one of the most common API usability issues [8], the framework should be clearly documented with up-to-date documentation.

The framework should be reliable. This in part entails having a solid set of tests that cover the framework internally.

### 4.1.2 Design

![Diagram of the extraction framework](image)

Figure 4.1: Black box diagram of the extraction framework

The overall concept of the framework is fairly simple. A user of the framework creates their own extraction and filtering classes (collectively referred to as runnables). These
runnables have three main properties: the needed input data (the runnable’s dependencies), the actual extraction or filtering logic, and the type of the output. For example, in CiteSeer’s case, the user would define an extraction class that takes a PDF file as an input and outputs a plain text file representing the textual contents of the PDF. The user might also define a filter class that takes the textual contents of the PDF and determines whether it is academic or not. These runnables are provided to the framework, as well as a starting input source(s). The extraction framework then runs the source through the filters and extractors, handling any exceptions along the way and outputting the results. This is illustrated in Figure 4.1.

Figure 4.2: Levels of extraction framework parallelization

Internally, the extraction framework creates a directed acyclic graph (DAG) of the pro-
vided runnables, based on each runnable’s specified dependencies. When provided with input
data, the framework then executes the runnables on the data in the appropriate order based
on the DAG, executing runnables that do not depend on each other in parallel.

In addition, the framework can process a batch of initial input data in parallel. This
task also is quite conducive to parallelization as there is no shared data or messages that
need to be passed between threads: each input can have information extracted from it in
isolation. These two levels of parallelization, input-level parallelization and per-input task-
level parallelization are diagrammed in Figure 4.2. Figure 4.2 is just meant to represent the
parallelization possibilities: there could be a different number of threads handling input data,
and the layout of extractors and filters has no specific meaning other than to demonstrate
parallelization potential.

### 4.1.3 Implementation

The framework was implemented in Python. The code is split up into four main modules.
The **core** module is responsible for the main functionality of the framework; it runs the
overall extraction process. It contains the **ExtractionRunner** class, which is how users of
the software library configure and execute extractions. The **core** module internally manages
all parallelization referenced in Figure 4.2.

The **runnables** module contains the code which lets users define their own runnables. It
contains the base **Runnable** class and the **Extractor** and **Filter** class which inherit from
**Runnable**. To define extractors and filters, a user extends either the **Extractor** or **Filter**
class and overrides its **extract** or **filter** method, respectively.

The **utils** module contains various utilities and useful tools. For example, **utils** con-
tains a function called **external_process**, which provides users with an easy way to start,
pass data to, and get the result from an external process while specifying a time-limit for
the process.

---

1. At the time of this writing, the framework is still being actively developed. The DAG construction and
task-level parallelization is not yet implemented, while the input-level parallelization is implemented.
Finally, the log module contains some additional logging handlers that the extraction framework uses by default.

The full source code for the extraction framework is available online on Github. At the time of writing, the framework is still being actively developed.

4.1.4 Discussion

Implementing the framework in Python has positives and negatives. Python has been shown to be more usable than Perl, and is widely used in academics. This is a positive with regards to a project like CiteSeer$, where many researchers may be working with the code over time who will probably be more familiar with Python than Perl. On the other hand, there are some negatives, for example, Python lacks static typing. Static typing can help programmers to write more clear and correct code.

Another difficulty with Python is the Global Interpreter Lock (GIL), present in Python’s standard implementation, cPython. The GIL prevents the Python interpreter from executing more than one thread at a time. (Threads may release the GIL when waiting on I/O, when doing computations in a C extension, etc.) So, the GIL essentially prevents CPU-bound pure Python code from being able to gain performance benefits through multi-threading. However, multi-processing does not suffer from the GIL limitations that multi-threading does because multiple instances of the Python interpreter are executing. As Python has a multiprocessing module in its standard library parallel, speedup can still be easily achieved in Python. The GIL issue arose in the development of this framework, and multi-processing had to be used instead of multi-threading in order to meet the performance goals for the framework.

The framework’s public API meets the usability goal for the framework. It is easy to use with smart defaults, but still provides flexibility through optional parameters and methods.

The framework has a set of tests that help meet the reliability goal. The framework also

\footnote{https://github.com/SeerLabs/extractor-framework}
facilitates reliability in end-user code by handling exceptions in user extractors and filters cleanly. It also provides useful utility functions, such as the `external_process` function mentioned above.

Finally, the framework’s API, which allows users to define their extractors and filters in a modular, decoupled way, meets the goal of facilitating maintainable projects. The framework though be somewhat specialized to CiteSeerχ’s specific needs: the decision to include the `Filter` and `Extractor` classes as the only two types of runnables is fine for CiteSeerχ but might not generalize as well to other scenarios. This is fine for the CiteSeerχ project, but it might make the framework less useful in other scenarios.

### 4.2 CiteSeerχ Extraction System

The final step in the CiteSeerχ extraction system redesign was to rewrite the extraction system code using the extraction framework described in the previous section.

#### 4.2.1 Design

**Overall Design**

With the new extraction framework developed, the design of CiteSeerχ’s extraction system is greatly simplified. Essentially all the implementation work is accomplished by writing individual extractors and filters.

The overall design has a slightly different model than before: instead of extracting a plain text version of the PDF and then using ParsCit and SVMHeaderParse to extract metadata, the new design uses Grobid to do the heavy-lifting of extraction. Grobid takes a PDF file and extracts its contents into a TEI-formatted XML file\(^3\). This is based on recent research that shows that Grobid performs best at extracting metadata from scholarly articles [2]. A

---

\(^3\)The Text Encoding Initiative (TEI) Consortium provides guidelines for representing textual content in a structured, digital form. More information is available at their website: [http://www.tei-c.org](http://www.tei-c.org)
filter, using the information from the TEI-formatted XML file, determines if the document is academic. If it is, header, citation, and other information is extracted using the TEI XML file or the original PDF and outputted in a format friendly to the rest of CiteSeer\textsuperscript{x}.

Figure 4.3: High-level design of the new CiteSeer\textsuperscript{x} extraction system

Figure 4.3 diagrams the relationship between the different extractors and filters. An arrow indicates a dependency, that is, an extractor or filter at the tail of an arrow must finish before the extractor or filter at the head of the arrow can start.

**Design of Filters and Extractors**

**TEI Extractor** The TEI extractor takes the PDF file as input and makes a local HTTP request to a Grobid service running internally in the CiteSeer\textsuperscript{x} network. The extractor handles any errors appropriately, such as the Grobid service not responding. Finally, the extractor returns the TEI-formatted XML file.

**Academic Paper Filter** The academic paper filter determines if a PDF found when crawling the web is actually a scholarly document. It uses a machine learning approach identified to be more accurate than the old naive filtering method [11].
**Header Extractor**  The header extractor takes in the TEI file as input. It traverses the file and finds header information relevant to CiteSeer\textsuperscript{x}, such as the paper title, author names, author affiliations, and the abstract. It then outputs this information in an XML file which fits CiteSeer\textsuperscript{x}'s expected schema.

**Citation Extractor**  The citation extractor takes in the TEI file as input. It traverses the file and finds citation information relevant to CiteSeer\textsuperscript{x}. For example, for each citation found, data such as the paper title, paper year, journal, and author names might be extracted. Also, the location in the paper of the citation reference and surrounding context is extracted. Finally, the extractor outputs all this information in an XML file which fits CiteSeer\textsuperscript{x}'s expected schema.

**Integration with CiteSeer\textsuperscript{x} as a Whole**

Integration with CiteSeer\textsuperscript{x} is similar to before. A batch of unextracted PDF files is retrieved via the crawl API. Content and metadata is then extracted from these documents in parallel using the new extraction framework as explained above. Parameters like extraction file output location can be set on a file by file basis for each file in the batch. In the case of CiteSeer\textsuperscript{x}, the output files are written to the location expected by the ingestor. Finally, the extraction status for each document (either success or failure) is updated via the crawl API when extraction finishes. The process repeats while there are still documents on which extraction has not been attempted.

The full source code for the new extraction system is available online on Github\footnote{https://github.com/SeerLabs/new-csx-extractor} At the time of writing, the system is still being actively developed.
4.2.2 Discussion

The use of the new extraction framework described in Chapter 4 greatly improves the whole extraction system for CiteSeerχ. The extraction system is much more maintainable as a whole. If new extractors are needed, they can be easily added into the system. For example, it would be trivial to add the optional table extractor to the system (assuming the table extraction logic has been developed). It’s also simple to change the extraction system: for example, if a new program was found that more accurately extracted paper metadata than Grobid, it would be easy to replace the Grobid extractor class with a different one which used the new program.

The system is also more reliable because of the extraction framework, it handles errors more rigorously and should not hang.

<table>
<thead>
<tr>
<th>Number of Processes</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>210.03</td>
</tr>
<tr>
<td>2</td>
<td>109.90</td>
</tr>
<tr>
<td>3</td>
<td>79.55</td>
</tr>
<tr>
<td>4</td>
<td>67.75</td>
</tr>
</tbody>
</table>

Table 4.1: Time elapsed for data extraction on 100 PDF files

While it’s hard to compare performance directly between the old and new extraction systems because of the switch from PDFBox/TET to Grobid, the new system provides reliable parallelization by default which is important for performance. Table 4.1 illustrates the parallel speedup using one to four processes on a sample of 100 PDF files on a four-core 2.53GHz CiteSeerχ machine. The system achieves a very reasonable 77% parallel efficiency in the four-process case.

Finally, this internal support for parallelization removes hassle for the administrator of the extraction system and enhances usability. The new extraction system also does not need to be restarted by hand as before.
Chapter 5

Conclusion

The new extraction system is a major improvement compared to the previous extraction system. It is more maintainable, usable, reliable, accurate, and performant than the current extraction system.

However, there are still multiple areas where more research could be done and the extraction system could be improved. One possible expansion would be to design a distributed extraction system that worked across multiple machines instead of just one machine.

While this paper didn’t specifically focus on methods to improve the quality of the data extracted, improving the quality of extracted content and metadata or extracting new types of metadata would also lead to a better extraction system.

Overall, the new extraction system should help CiteSeerX address data extraction challenges that it faces and result in a better digital library for everyone.
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