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ABSTRACT 

 

Heart failure continues to be a worldwide epidemic, affecting millions of people each year.  

Physicians are more frequently treating patients who experience heart failure with ventricular 

assist devices (VADs) as opposed to heart transplantation, due to the lack of viable donors and 

the complications that arise from the procedure.  Most patients who receive VADs develop some 

degree of Acquired von Willebrand Disease (AvWD), a bleeding disorder found in patients who 

have a defective form of the von Willebrand Factor (vWF) protein.  The high levels of 

nonphysiological shear stress imparted on blood components from VADs are believed to cause 

the proteolysis of vWF and result in AvWD.  This investigation seeks to characterize the effects 

of shear stress on vWF proteolysis using a computational modeling platform.  A model was built 

using COMSOL Multiphysics Software to simulate the stresses experienced by vWF molecules 

attached to a bead in an optical trap.  vWF is modeled as a porous media, and the Brinkman and 

Navier-Stokes equations are used to analyze the hydrodynamic drag force experienced by the 

bead.  The simulations provide insight into how vWF is sheared by comparing the effective 

radius of the bead in the optical trap to the height of the porous layer on the bead in the model at 

a given hydrodynamic force.  A correction factor for the actual unfurling of the vWF protein was 

obtained, suggesting that the experimental optical trap is underestimating the unfurling of vWF 

molecules.  This correction factor can be used to determine the actual extent of vWF unfurling 

given a set of experimental data, and that information can offer insight into how vWF is unfurled 

and sheared clinically in patients with medical devices.  
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Chapter 1  
 

Introduction 

Clinical Significance 

Cardiovascular disease (CVD) is one of the leading causes of death in the United States, 

accounting for 788,000 deaths in 2010, equivalent to 32% of all deaths1.  The term CVD is an 

umbrella term used to define an array of medical conditions that affect the cardiovascular 

system, including heart disease, which is the leading cause of death among all CVDs.  In 2010, 

coronary heart disease alone took the lives of 380,000 people1.  There are a number of risk 

factors that affect an individual’s likelihood of developing heart disease, including gender, age, 

weight, ethnicity, and family history.  There is a common misconception that heart disease only 

affects men and older individuals.  While these two groups are at a higher risk, heart disease and 

stroke are still among the leading causes of death for both men and women in the United States 

of all racial ethnic groups2.  Of the close to one million people who died of a CVD in 2000, 32% 

were under the age of 752.  If heart disease is diagnosed in its early stages, simple lifestyle 

changes and medications can help to mitigate side effects.  Although some of the risk factors 

previously mentioned such as age, gender, and family history unfortunately cannot be controlled, 

the National Heart, Lung and Blood Institute has identified lifestyle changes, such as maintaining 

a healthy weight, managing stress, and not smoking, to aid in reducing the risk of CVDs3.  Statin 

medications to help block cholesterol production may also be prescribed to help reduce the risk 

of CVDs and heart failure3.  
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Although there are methods of reducing one’s risks of heart failure, there is no permanent 

cure for such a condition.  With an increasing population suffering from CVD and heart failure 

each year, a number of different treatment options have begun to emerge.  The current preferred 

method is cadaveric cardiac allograft, more commonly known as heart transplantation; however, 

this method can give rise to a slew of complications, including rejection, infection, primary graft 

dysfunction, sepsis, and narrowing of arteries4.  Age and functionality of the donor heart are 

among two characteristics that are scrutinized before a procedure is performed.   

Another issue with this method is the availability of viable donors.  The demand for heart 

transplantation significantly exceeds the available supply.  There have been between 2,000 and 

2,500 heart transplants performed a year for the last two decades in the United States alone5.  As 

of 2015, the United Network for Organ Sharing (UNOS) reports that there are 4,213 active 

people in the United States on the waiting list for a heart transplant6.  This combination of 

medical complications and lack of donor availability are why medical professionals are searching 

for other ways to treat heart disease. 

Ventricular Assist Devices 

An alternative method to treating heart disease involves the implantation of a ventricular 

assist device.  A ventricular assist device, more commonly referred to as a VAD, is a mechanical 

pump that assists in pumping blood in patients with heart conditions and supporting heart 

function.  VADs can be attached to either the left ventricle (LVAD), the right ventricle (RVAD), 

or both ventricles (known as a biventricular assist device).  Heart disease typically starts in the 
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left ventricle, where oxygenated blood is pumped through the aorta to the rest of the circulatory 

system.  For this reason, LVADs are the most common type of VAD.   

Two types of devices exist in the market today:  pulsatile-flow VADs and continuous-

flow VADs.  The two designs differ in the fundamental way in which they circulate blood 

around the cardiovascular system.  A pulsatile-flow mimics a natural heart rhythm and uses 

positive displacement to transfer blood to the aorta.  A cavity inside the pump will expand to 

receive a volume of blood and contract to displace that blood forward, as shown in Figure 1A7.    

 

Figure 1.  Configuration of a (A) Pulsatile-Flow LVAD and a (B) Continuous-Flow LVAD7 
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Continuous-flow pumps deliver a continuous stream of blood through the cardiovascular 

system, and rely on centrifugal or axial pumps to displace blood.  Axial flow pumps, shown in 

Figure 1B, have rotors aligned such that blood flow accelerates parallel to the rotor’s axis7.  

Older devices used a solid bearing to suspend the rotor, while newer devices contain a singular 

part that moves due to electromagnetic or hydrodynamic forces.  Compared to continuous 

pumps, pulsatile pumps require a larger housing, a larger intramuscular pump pocket, and are 

more susceptible to wear and tear due to friction on the bearings over time8.  Despite this, 

research has shown that both pumps share the same complications, and that these incidents occur 

at identical rates7.  Adverse events can range from immunological rejection problems, such as 

acute infection, to VAD design problems, such as power interruption/failure.  The leading causes 

of death from patients who have received VADs are hemorrhagic stroke, heart failure, and 

sepsis7. 

The intent of a ventricular assist device was originally for a short-term bridge to heart 

transplantation, but VADs have transformed into becoming the staple for managing patients with 

end-stage heart failure7.  This use of a ventricular assist device for long-term and/or permanent 

solution for patients who cannot receive a heart transplantation is referred to as destination 

therapy.  For this reason, there is continued interest in the development of these devices to 

become more durable and help increase a patient’s quality of life.  
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Acquired von Willebrand Disease 

One complication that has been shown to arise in patients who have undergone a VAD 

implantation is known as Acquired von Willebrand Disease (AvWD)9.  AvWD, sometimes 

referred to as AvWS (Acquired von Willebrand Syndrome), is a bleeding disorder found in 

patients who have a defective form of the von Willebrand Factor (vWF) protein10.  vWF is a 

2813 amino-acid glycoprotein synthesized in endothelial cells and megakaryocytes that is found 

in blood plasma11.  This protein is critical to maintaining proper hemostasis and functions in two 

ways; it is a carrier protein for blood clotting factor VIII, and it also serves as a link between 

exposed connective tissue at sites of vascular damage and activated platelets12.  Patients who 

lack vWF, or have a deficient form of the protein, have defects in platelet deposition and 

hemostatic plug formation11.  As a result, these patients can suffer from uncontrollable bleeding 

episodes.    

vWF is comprised of several disulfide-linked 250 kDa multimers and can be >20,000 

kDa12.  The protein is secreted in a globular or coiled form, and becomes activated once the 

protein unfolds or unfurls.  Figure 2 shows how vWF becomes activated in the blood stream.   
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Figure 2. Schematic representation of vWF activation within the blood stream13.  vWF is immobilized on collagen at its 

A3 domain after being released from Weibel- Palade (WP) bodies on endothelial cells.  Platelets are recruited to the A1 

domain by binding to the A1 domain via platelet GPIbα. Once immobilized, vWF can be cleaved by the protease 

ADAMTS13 at the A2 domain. 

 Once vWF is excreted by endothelial cells, the protein circulates through the blood 

stream in its inactive form.  At sites of vascular damage, exposed collagen Type I and III binds to 

vWF at the A3 site shown in Figure 2 and immobilizes the protein13.  As a result of this, a series 

of conformational changes exposes the binding site for platelet glycoprotein (GP) GPIbα in the 

vWF A1 domain13.  Platelet receptors GpIbα, GpIIb/IIIa, and the GpIb/IX/V complex bind to 

these sites, forming a platelet plug at sites of blood vessel injury.   

 The size of vWF multimers is dependent upon the metalloprotease ADAMTS13, which is 

responsible for the cleavage of vWF at a single peptide bond in the A2 domain, shown in Figure 
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2.  The A2 domain consists of 193 amino acids14 and is believed to be susceptible to 

ADAMTS13 due to its high-affinity binding site to the protein15.  The precise mechanisms in 

which ADAMTS13 proteolyzes the vWF complex are still unknown; however, proteolysis can 

only occur once the vWF protein has uncoiled from its inactive globular state.  Once vWF has 

uncoiled, ADAMTS13 truncated mutants recognize and bind to the C-terminal region of the A2 

domain15.  These mutants cleave vWF at the Tyr-842/Met-843 peptide bond in the A2 domain, 

shown in Figure 3.  Initial cleavage produces the 140 kD monomer, while subsequent cleavage 

produces a 176 kD dimer16.   Larger multimers of vWF have been observed, such as 200 kDa and 

350 kDa multimers; however, these larger multimers are dimers of the 140 kDa and 176 kDa 

fragments, respectively16.    

 
Figure 3. A schematic model of a vWF polymer and its proteolysis at the Tyr-842/Met-843 peptide bond16.  (A) shows the 

vWF after it has been secreted by endothelial cells.  Two vWF polypeptides are linked by disulfide bonds.  (B) shows a 

cleavage of vWF into the 140 kDa monomer.  (C and D) show continued cleavage of vWF generating a 140 kDa and 176 

kDa fragment. 
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 Patients who receive a VAD have been observed to experience inexplicable bleeding 

events post-operation10.  This non-surgical bleeding experienced by VAD patients is 

hypothesized to be related to AvWD9,10,17.   This hypothesis is supported by the notion that one 

of the causes of AvWD has been linked to high levels of shear stress15,16.  High levels of shear 

stress occur in VADs constantly due to the rotating nature of the pump, with shear rates well 

over 10,000 s-1 in different regions18.  AvWD is characterized by the loss of large multimers of 

vWF, and patients who receive VADs have been observed to have decreased levels of high 

molecular weight (HMW) multimers17.  These losses, in effect, force the protein to become 

ineffective in the process shown in Figure 2.   

 Interesting to note is that patients experience a loss of HWM multimers of vWF after the 

VAD has been implanted, but do not experience that loss after the VAD has been taken out17.  

The vWF protein returns back to its original form immediately after the VAD is removed.  The 

correlation between the high levels of shear stress present in VADs and the loss of HMW 

multimers in patients who have received VADs suggests that the high shear stress experienced 

plays a role in the proteolysis of vWF. 

Effect of Shear on vWF Proteolysis 

 There has been a great deal of research done to study the effects of shear stress on the 

unfolding of vWF, and the subsequent proteolysis.  Hematologist Dr. Han-Mou Tsai showed that 

vWF unfolding is a significant factor in the mechanism of vWF proteolysis.  In his experiment, 

normal plasma was incubated in vitro with a purified plasma protease, with a molecular mass of 
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approximately 200 kDa, in the presence of Tris-Buffered Saline (TBS)11.  It was observed that in 

the presence of TBS, vWF was not proteolyzed.  Another sample of plasma was incubated in the 

same manner, but in the presence of TBS and Guanidine Hydrochloride (HCl).  Guanidine HCl 

is a solution known to cause unfolding of vWF.  vWF cleavage was observed to increase with 

increasing concentrations of Guanidine HCl, recommending that vWF unfurling is a factor in 

proteolysis11. 

 Tsai et. al also used in vitro methods to subject blood plasma to known shear rates that 

are observed in vivo.  His work showed that larger multimers of vWF appeared to decrease, and 

smaller multimers of vWF appeared to increase, as the shear rate increased16.  Specifically, a 200 

kDa and 350 kDa band of vWF was observed to increase in concentration upon shear exposure.  

Elution and immunoblotting studies showed that the 200 kDa band was a dimer of the 140 kDa 

monomer of vWF, and the 350 kDa band was a dimer of the 176 kDa monomer of vWF16.  The 

analysis of the vWF fragments was qualitative in nature.  Five different shear rates were tested 

by Tsai et. al and they included 394, 819, 1774, 3327, and 5603 s-1.  The greatest band intensity 

of the 200 kDa and 350 kDa vWF dimers were at higher shear rates, more specifically 3327 s-1 

and 5603 s-1, suggesting that higher shear rates lead to higher rates of proteolysis. 

 Atomic Force Microscopy (AFM) has shown that vWF unfurls over time with increased 

shear stress19.  An image was taken of a vWF molecule under no load, from an AFM probe force, 

and using a rotating disk to induce a shear.  Figure 4 shows how the vWF molecule unfurls with 

induced shear stress.  
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Figure 4. Schematic model using AFM imaging showing how a vWF molecule unfolds and changes orientation when 

subjected to shear19.  The left side of the image shows the vWF protein in its normal state.  There is no shear applied and 

the molecule is folded over itself 

 

 The shear forces were applied to vWF using the AFM probe tip and a rotating disk 

system19.  The manner in which these forces were applied is intended to reflect how free vWF in 

the bloodstream is stressed during a VAD patient’s normal blood flow.  The rapid change in 

velocity of shear flow due to the VAD pump elongates vWF molecules.  These changes are 

heightened in patients with VADs due to the force from the mechanical pump.  These stresses 

can uncoil the vWF molecule and expose a single A2 binding domain for proteolysis at known 

tensile forces14,20. 
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 Already active vWF molecules at a site of vascular damage are also subjected to shear 

stresses due to blood flow.  The active vWF molecule is anchored to the vascular site of injury at 

the A1 domain while the rest of the protein is freely subjected to the blood flow past it.  This 

situation can also induce unfolding of the A2 domains, but the amount of force to do so is 

currently unknown14.  There have been several experiments carried out in order to learn more 

about this phenomenon.   

 One method to obtain more information about the shearing of a stabilized vWF molecule 

is with the use of an optical trap.  Zhang et. al.20 uses an optical trap with two beads that are each 

bound to a double-stranded DNA handle.  A single N-glycosylated A2 domain was coupled to 

the DNA handles and suspended between two beads, which were held in place by an optical trap 

and a micropipette, as shown in Figure 520. 

 

Figure 5:  Experimental setup for Zhang et. al.20  The A2 domain of vWF is connected to beads which are held in 

place by an optical trap (left) and a micropipette (right) via DNA strands. 
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 The micropipette was moved away from the optical trap using a piezoelectric stage in a 

cyclical fashion, subjecting the bead to various forces seen in vivo, in order to determine which 

stresses cause the A2 domain to unfold20.  A2 domain unfolding was characterized by measuring 

changes in molecular length of the vWF molecule.  Ying et. al.14 used the same technique in their 

experiment to show that vWF initially unfolds at an unloading force of 21 pN.  Building upon 

this information, Pennsylvania State University undergraduate students Monica Corsetti21 and 

Xavier Candela22 performed experiments to simulate in vivo conditions using an optical trap to 

fixate a single polystyrene bead containing vWF.  The vWF on the bead initially existed in its 

globular form.  The oscillations of a piezoelectric stage were used to induce fluid flow over the 

bead.  The flow over the bead induces a stress on the vWF molecules in order to unfold the 

protein.  Changes in the bead motion and the effective radius of the bead were measured to 

determine the degree of unfolding of the vWF molecules.  A depiction of how the structure of 

vWF is changing as shear is applied is shown in Figure 6.   

 

Figure 6.  A depiction of vWF molecules adhered to the surface of a polystyrene bead21.  The bead on the left contains 

vWF in its globular form before shear is applied.  Once shear is applied to the bead, vWF will begin to unfold while 

staying attached to the bead.  The bead on the right demonstrates this effect.  R2 and R3 show the effective radius of the 

bead, and that this radius is larger as the protein unfolds. 
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There is evidence to suggest that induced-shear on von Willebrand Factor protein results in the 

unraveling from the proteins globular shape, and that this unraveling makes the protein more 

susceptible to proteolysis by ADAMTS13.  

Finite-Element Analysis in Biomedical Applications 

In recent years, finite-element analysis (FEA) has become a more prevalent way to obtain 

information about a system.  FEA uses numerical methods to find approximate solutions to 

problems for a number of different physics, including solid mechanics, fluid mechanics, and heat 

transfer.  FEA is becoming more commonplace in research and industry as software is becoming 

more advanced and producing quick and reliable results without having to go through the 

arduous and costly process of experimental testing.  FEA has been used in a variety of different 

industries, including those for biomedical applications. 

One model seeks to model the in vivo stresses on the glycocalyx.  The plasma protein-

rich surface layer of endothelial cells, known as the glycocalyx, is subjected to hemodynamic 

forces depending on the location in the vasculature, the heart rate, and the metabolic demands of 

tissues.  These forces from the surrounding fluid lead to localized intracellular signaling because 

the endothelial cells are sensitive to shear23.  The shearing forces acting on endothelial cells 

affect the overall morphology, structure and function of these cells in vivo24.  The glycocalyx is a 

complex surface that responds to changes in shear in a number of ways.  Experimental 

observations suggest that cell responses to stress can be modeled using linear elasticity, 

tensegrity, poroelasticity, viscoelasticity and power-law rheology23.   
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The model looks at the glycocalyx layer as a poroelastic surface that surrounds the 

endothelial cell surface.  A fluid was introduced to flow over the top of the poroelastic layer.  

The resulting drag force from the fluid was calculated using a model based on the Brinkman 

equation, which involved adding the drag force due to shear stress at the top of the Brinkman 

layer to the force per unit volume due to drag on the poroelastic surface, modeled as idealized 

vertical strands23.  This model relied on determining a parameter known as the Darcy 

permeability in order to calculate the force and displacement.  Other models have used this same 

permeability constant to model bending moments on microvilli24.  In each of these models, a 

physiological system of many cells was simplified into a uniform matrix, and a set of governing 

equations was used to solve for force and displacement.    

 Applying this same concept to the work of Corsetti21 and Candela22, who tested vWF in 

an optical trap, a model can be created to computationally calculate the stresses and strains on 

vWF molecules due to the movement of a piezoelectric stage.  Several vWF molecules are 

adhered to the surface of polystyrene beads.  One end of vWF is fixed to the bead and the rest of 

the glycoprotein is subjected to shear, due to the velocity gradient that exists around the bead.  

This more closely resembles the in vivo situation in which vWF is immobilized on one end when 

connected to collagen and the other end of the protein is subjected to blood flow.  The inlet 

velocity of the optical trap can be altered to obtain different stresses and study the rate of vWF 

unfurling. 

The experimental optical trap data assumes that the densely packed vWF on the outside 

of the bead act as a solid shell when determining the effective radius.  A simplified model 

representing these vWF molecules as a uniform porous matrix in which fluid can flow through 

the matrix more accurately models what is happening experimentally since fluid flow is 
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occurring between vWF molecules.  The governing equations of the matrix and the fluid flowing 

around the matrix can be used to characterize the shear forces and displacements that exist on 

this surface due to an increase in shear.  The numerical model is believed to be more accurate at 

depicting the unfurling of vWF in an optical trap than the experimental model.  Comparing 

values from the numerical simulations to values found experimentally, a correction factor for the 

amount of  vWF unfurling can be obtained and used for future experimental studies. 

 This numerical model seeks to characterize the relationship between shear and vWF 

proteolysis in an optical trap by determining the actual unfurling of a sheared vWF molecule.  

This study seeks to build upon the work demonstrated by Zhang et. al.20, Ying et. al.14 and 

Pennsylvania State University undergraduate students Monica Corsetti21 and Xavier Candela22.
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Chapter 2  
 

Materials and Methods 

Computational Modeling 

 This thesis looks to computationally model the effects of shear stress on von Willebrand 

Factor proteolysis in an optical trap.  Computationally, COMSOL Multiphysics 5.2 software 

(COMSOL Inc., Burlington, MA) will be used to model the stresses imposed on a porous layer 

coating on the surface of a polystyrene bead that is subjected to fluid flow.  This was done by 

modeling the vWF molecules as a porous media around the bead.  The model is assuming that 

the collection of vWF molecules around the bead are acting as a solid material with empty 

internal pore structures. A 2D Couette two-fluid model was created both analytically and 

numerically in order to validate the 3D optical trap model.  The purpose of this model was to 

gain an understanding for how COMSOL is defining specific parameters in the software. 

Analytical Model of a 2D Two-Fluid Couette Flow  

 The original model of the optical trap was validated using a 2D Couette flow consisting 

of two fluids, which is shown in Figure 7.  A no-slip wall is considered on the bottom boundary.  

Fluid 1 has a viscosity value which is greater than that of fluid 2, which is modeled as water.  A 

moving wall, denoted by the blue arrow, is driving the flow in the system.  This model is not 

exactly modeling the optical trap situation, in which flow is stressing and uncoiling the vWF 

molecules, but rather it is more similar to flow past a flat plate containing a highly viscous gel. 

. 
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Figure 7.  Diagram of the 2D two-fluid Couette flow case25 

 The velocity profiles for each fluid were derived by integrating the x-momentum 

equation for parallel, fully developed flow shown in Equation 1, given the boundary conditions 

outlined in Equations 2-5. 

      
𝝏𝟐𝒖

𝝏𝟐𝒛
= 𝟎                                Equation 1 

𝑨𝒕 𝒛 = 𝟎,  𝒖𝟏 = 𝟎                                Equation 2 

𝑨𝒕 𝒛 = 𝒉𝟏 + 𝒉𝟐, 𝒖𝟐 = 𝑽                                          Equation 3 

𝑨𝒕 𝒛 = 𝒉𝟏, 𝒖𝟏 = 𝒖𝟐                                 Equation 4 

𝑨𝒕 𝒛 = 𝒉𝟏, 𝝁𝟏
𝒅𝒖𝟏

𝒅𝒛
= 𝝁𝟐

𝒅𝒖𝟐

𝒅𝒛
                                       Equation 5 

 

Equation 2 assumes the no slip condition at the wall.  Equation 3 states that the velocity 

at the free surface is equal to the velocity of the moving plate.  Equation 4 states that the velocity 

of both fluids at the interface must be equal.  Equation 5 states that the shear stress of both fluids 
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at the interface must be equal.  After integrating Equation 1 and applying the boundary 

conditions in Equations 2-5, the solutions for the velocity in each layer were obtained and are 

outlined in Equations 6 and 7. The shear stress and shear rate in each of the two fluids, which 

were used during the analysis, are defined by Equations 8 and 9, respectively. 

 

𝒖𝟏 = [
𝝁𝟐𝑽

𝝁𝟐𝒉𝟏+𝝁𝟏𝒉𝟐
] 𝒛                                Equation 6 

𝒖𝟐 =
𝑽

𝝁𝟐𝒉𝟏+𝝁𝟏𝒉𝟐
[𝝁𝟏(𝒛 − 𝒉𝟏) + 𝝁𝟐𝒉𝟏]                              Equation 7 

𝝉 =  𝝁
𝒅𝒖

𝒅𝒚
= 𝝁𝜸                                                 Equation 8 

𝜸 =  
𝒖𝟐−𝒖𝟏

𝒉𝟐−𝒉𝟏
                                                      Equation 9 

 

The parameters for this model were defined so as to be similar to that of the optical trap 

experiments performed by Candela22.  When solving these equations, the height of fluid 1, h1, 

was selected to be 900 nm, as this is a length of vWF that has been previously observed26.  The 

height of fluid 2, h2, was specifically determined to achieve a shear rate of 1250 s-1 in fluid 2.  

The shear rate was chosen based upon the parameters Candela was using in his optical trap 

experiment22.  Equation 7 and Equation 9 were used to determine h2.  The two equations 

contained two unknowns, the height of fluid 2 (h2) and the velocity at the interface (u1 when z = 

h1).  Since neither of this variables were known, and the two variables were dependent of each 

other, values for these two parameters were obtained by estimating values and performing 

multiple iterations in order to determine the true values.  The true value for h2 was determined to 

be ~0.14 µm.      
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The velocity V was chosen to be 0.62831 mm/s, which corresponds to the 1250 s-1 shear 

rate22.  The dynamic viscosity of fluid 1 was obtained by assuming the viscosity of the viscous 

layer was similar to that of a DNA solution.  There have been research studies to determine the 

viscosities of solutions with different DNA concentrations.  The viscosity was assumed to be 

0.0025 Pa·sec27.  The viscosity of fluid 2 was 0.001 Pa·s, which is the viscosity of water. 

Computation Model of a 2D Two-Fluid Couette Flow 

In addition to solving these equations analytically, the 2D Couette flow was simulated 

numerically in COMSOL with a laminar flow physics.  The governing equations for the model 

were the Continuity and Navier-Stokes equations, defined by Equations 10 and 11, respectively, 

 

𝛁 ∙ 𝐯 = 𝟎                                      Equation 10 

   𝝆
𝑫𝒗

𝑫𝒕
= −𝛁𝒑 + 𝑭 + 𝝁𝛁𝟐𝒗                           Equation 11 

 

where μ is the viscosity of the fluid, and ∇𝑝 is the pressure gradient.  The viscosity was assumed 

to be constant and the fluid was incompressible.  The full-form of the Navier-Stokes equation is 

shown in Equation 9; however, this equation can be simplified under the assumption that Stokes 

flow (low Reynolds-number flow) is present.  This condition exists in fluid flow if the Reynolds 

number is much less than 1.  A calculation showing this to be true can be seen below, where ρ is 

the density of water, V is the maximum velocity of fluid in the optical trap, D is the characteristic 

length of the bead (calculated using the circumfrence), and μ is the dynamic viscosity of water, 
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𝑅𝑒 =  
ρVD

μ
=  

(1000)(628.31 𝑥 10−6)(𝜋 ∙ 2 𝑥 10−6)

(0.001)
= 0.00395 < 1 

 

Given the above calculation, the Reynolds number is much less than 1, and the Stokes flow 

assumption is justified.  The inertial term in Equation 11 can therefore be neglected, and 

Equation 11 turns into, 

 

                                         𝟎 = −𝛁𝒑 + 𝑭 + 𝝁𝛁𝟐𝒗                           Equation 12 

 

The fluids were defined in the software by creating two rectangular geometries that were 

touching on one edge.  A visual of this is shown in Figure 8.  As mentioned previously, the 

height of fluid 1, h1, was selected to be 900 nm, and the height of fluid 2, h2, was selected to be 

140 nm.  The width of both of these sections was chosen to be the effective length of a bead in 

the optical trap, defined by the circumference of the bead (6.28 μm).  The densities for both 

fluids were defined at 1000 kg/m3 and the viscosities of fluids 1 and 2 were 0.0025 Pa·s and 

0.001 Pa·s, respectively. 
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Figure 8. Diagram of the 2D Two-Fluid Couette Flow simulated in COMSOL.  Each arrow shows where a boundary 

condition for the model was placed.  Boundary 1 defines the velocity of the moving wall, boundaries 2 and 4 define the 

pressure gradient, and boundary 3 defines the no-slip condition. 

 

Stokes flow and incompressible flow were assumed in the modeling of this system.  A no-slip 

condition was placed at boundary number 3.  A zero pressure boundary was applied at boundaries 2 and 

4.   A moving wall boundary equal to the velocity of the fluid in the optical trap (0.62831 mm/s) was 

applied at boundary 1.  A fine mesh was used which consisted of 4934 domain elements and 414 

boundary elements.  The stationary study that was performed had a computation time of 6 seconds. 

Computational Model of a 3D Optical Trap 

A 3D model was created to simulate the stresses imposed on vWF in an optical trap.  The 

vWF was modeled as a porous layer coating on the surface of a polystyrene bead that is 

subjected to fluid flow.  Porous media are characterized by their specific surface and porosity28.  
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For the sake of simplicity and due to the limitations of the model, these properties are assumed to 

be uniform, homogenous, and not to change spatially or temporally.  In the optical trap, the 

uncoiling of vWF could change the specific surface, permeability, and porosity of the layer.  

These non-linearities are unknown, and so this assumption is made in order to look at the most 

extreme cases in which these properties could change. The polystyrene bead was fixed in place 

and contained a specified layer thickness of porous media around the bead.  A fluid (water) given 

an initial inlet velocity flowed past the bead.  The governing equations for the model were the 

Continuity equation, the Navier-Stokes equation, and the Brinkman equation, shown by 

Equations 13, 14, and 15, respectively, 

 

𝛁 ∙ 𝐯 = 𝟎                                      Equation 13 

   𝝆
𝑫𝒗

𝑫𝒕
= −𝛁𝒑 + 𝑭 + 𝝁𝛁𝟐𝒗                           Equation 14 

         𝝁𝛁𝟐𝒗 −
𝟏

𝑲
𝒗 − 𝛁𝒑 = 𝟎     Equation 15 

 

where K is the permeability of the media, μ is the viscosity of the fluid, and ∇𝑝 is the pressure 

gradient.  The system is discretized in order to calculate stress values.  The viscosity is assumed 

to be constant and the fluid is incompressible.  The Continuity and Navier-Stokes equations, 

Equations 13 and 14, respectively, were chosen to describe the fluid flow around the media.  The 

full-form of the Navier-Stokes equation is shown in Equation 14; however, as was done with the 

2D two-fluid Couette flow model, this equation can be simplified under the assumption that 

Stokes flow (low Reynolds-number flow) is present.  A calculation showing this to be true can 
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be seen below, where ρ is the density of water, V is the maximum velocity of fluid in the optical 

trap, D is the diameter of the bead, and μ is the dynamic viscosity of water, 

 

𝑅𝑒 =  
ρVD

μ
=  

(1000)(628.31 𝑥 10−6)(2 𝑥 10−6)

(0.001)
= 0.00126 < 1 

 

Given the above calculation, the Reynolds number is much less than 1, and the Stokes flow 

assumption is justified.  The inertial term in porous media flow can therefore be neglected, and 

Equation 14 turns into Equation 12. 

The Brinkman equation was chosen to describe the flow through the porous media.  

Primitive models used Darcy’s law to model the porous media; however, the porous media in 

this application consists of void channels due to the spacing between individual vWF molecules.  

Fluid flow in these channels, therefore, would be incorrectly modeled by Darcy’s law, because 

the fluid velocity using Darcy’s law does not satisfy the no-slip boundary condition on the 

channel wall28.  The first term in the Brinkman equation (Equation 10) accounts for these viscous 

forces within the media. 

Initially, a stationary 2D model was created to simulate the fluid flow around the bead.  

Once a better understanding of the problem was obtained from the 2D model, a stationary 3D 

model was used to simulate this condition.  The physics selected for this problem was a Fluid 

Flow → Porous Media and Subsurface Flow → Free and Porous Media Flow.  The underlying 

equations for this model come from Equations 8-10. 

The geometry of the model was comprised of a sphere that was 2 microns in diameter.  

The size of the sphere was identical to that of the experimental polystyrene bead, and was fixed 

in space.  This constraint was performed because experimentally the bead is fixed in place due to 
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the optical trap.  A layer that was 0.1 microns thick was then added to that sphere by creating a 

shell.  This 0.1 micron layer is representative of the porous media around the bead, and was 

chosen as a result of the size of vWF.  vWF has been observed to be upwards of 1300 nm in 

length, while the globular state has been observed to be as small as 100 nm26.  A cube that was 

30 microns in length represented the domain in which the fluid was flowing.  The size of this 

domain was selected to be large enough to include all effects from the fluid around the bead.  

The bead was centered inside of the cube, and the sphere was subtracted from the block using the 

difference tool so that the software understood that the cube and sphere were being modeled by 

different equations.  Figure 9 shows the geometry for this model.   

 

 

Figure 9. Geometry of a bead centrally located inside the cubic domain. 
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Since the polystyrene bead is fixed in the optical trap, hypothetically the bead would not 

move while the fluid is flowing around it.  For this reason, the bead was not modeled in this 

simulation, and a no-slip condition was applied on that surface.  This was performed as opposed 

to modeling the bead as polystyrene and applying deformation constraints to the surface because 

the inside of the bead is of no interest in this experiment, and modeling it would require 

additional time for the computations.  As a result of this, there were only two domains: the 

porous layer around the bead and the fluid surrounding that layer.   

Two materials were specified for this simulation.  The domain of the fluid surrounding 

the porous layer is water.  Water has a density of 1000 kg/m3 and a dynamic viscosity of 0.001 

Pa∙s.  The domain of the porous media was defined using a new material.  In this physics, the 

inputs for the material, at a minimum, were porosity, dynamic viscosity, density, permeability 

and porosity.  These input values represented the properties of the vWF shell around the bead.  

The porosity of this region was approximated using the size of a vWF molecule.  Porosity is a 

measure of the open space within the medium, and is defined as the ratio of open space to total 

space28.  In its globular form, vWF has been observed to have a maximal diameter ranging from 

60-200 nm, while in its uncoiled state the molecules contained several subunits that were 100 nm 

long with globular nodules approximately 5 nm in diameter26.  Therefore, the porosity of a vWF 

molecule is defined by: 

 

          𝜺 = 𝟏 −
𝑽𝒐𝒍𝒖𝒎𝒆 𝒐𝒇 𝑼𝒏𝒄𝒐𝒊𝒍𝒆𝒅 𝑴𝒐𝒍𝒆𝒄𝒖𝒍𝒆

𝑽𝒐𝒍𝒖𝒎𝒆 𝒐𝒇 𝑪𝒐𝒊𝒍𝒆𝒅 𝑴𝒐𝒍𝒆𝒄𝒖𝒍𝒆
             Equation 16 
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The volume of the coiled molecule was calculated given the maximal diameter in the coiled state 

(chosen as 80 nm) and assuming a spherical structure.  The volume of the uncoiled molecule was 

calculated assuming the vWF molecule was comprised of 13 subunits (corresponding to the 

largest length vWF molecule) that were cylindrical in shape.  The porosity was calculated to be 

0.905, indicating that a globular vWF molecule is very porous.          

The density of this layer was determined to be 1220 kg/m3, as this density is most closely 

associated with that of proteins29.  No evidence currently exists for the permeability value of 

vWF.  As such, the permeability of the model was varied in the simulations.  The initial 

permeability value for this model was assumed to be similar to that of a blood clot.  The 

permeability of a blood clot was found to be 9.1 x 10-16  m2, and this value defined the 

permeability of the vWF shell in the model**.  The effective viscosity of the Brinkman layer was 

also varied in the simulations.  The initial viscosity was obtained using a DNA solution in the 

same way that it was for the 2D two-fluid Couette flow model.  The viscosity was assumed to be 

0.0025 Pa·sec27. 

The inlet and outlet for the model are shown in Figure 10.  The inlet condition for this 

model was specified to be a constant velocity of 628.31 µm/s.  This inlet correlates to the 

velocity that Candela used in his thesis22 to shear the beads.  The outlet condition for this model 

was specified to be zero pressure, as no pressure gradient was assumed in the model.  Open 

boundary conditions were assumed on the other four faces of the cube.  A fine mesh was initially 

used for this model.  The mesh, shown in Figure 11, consisted of 37113 domain elements, 1864 

boundary elements, and 204 edge elements. 
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Figure 10. The locations of the (A) inlet and (B) outlet 

 

 

Figure 11. Fine Mesh 
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Chapter 3  
 

Results 

2D Two-Fluid Couette Flow  

 The numerical model was validated against the analytical solution to gain confidence in 

the computations.  All of the plots for the analytical model were created in MATLAB using the 

code in Appendix A, which contain Equations 6 and 7.  Figure 12 shows the individual velocity 

profiles for the numerical and analytical solutions.  Figure 13 shows these two velocity plots 

superimposed on the same graph.   

 

 

Figure 12.  The velocity plots for the 2D Couette flow model produced A) numerically and B) analytically 
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Figure 13.  The analytical and numerical velocity profiles for the Couette flow situation superimposed on the 

same graph. 

 

 Figure 13 clearly shows the two velocity profiles agree.  In addition to this qualitative 

plot, two locations were chosen within the Couette flow model for both models in order to 

further demonstrate this agreement, with one location coming from each fluid.  The locations, 

their velocities, and the corresponding percent errors are shown in Table 1.  The percent errors 

reflect the idea that the two velocity profiles are equal.   

Table 1.  The velocities at specified points for the two-fluid Couette model.  The velocity values are nearly 

identical, and that is reflected in the percent error values. 

 Analytical Velocity  

(mm/s) 

Numercial Velocity  

(mm/s) 

Percent Error 

Location 1 (0.5·h1) 0.22620 0.22682 0.274% 

Location 1 (0.5·h2) 0.54030 0.54255 0.416% 
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 The shear rate was modeled for each fluid.  The heights of the two fluids were 

specifically selected to achieve a shear rate of 1250 s-1 in fluid 2 through iteration of the 

analytical equations.  Figure 14 shows the numerical shear rate values in each fluid, and that the 

shear rate in fluid 2 is around 1250 s-1. 

    

Figure 14.  Plot showing the shear rates in the 2D Couette flow model.  The horizontal blue line at 500 s-1 is the shear rate 

in fluid 1.  The horizontal blue line at 1250 s-1 is the shear rate in fluid 2.  The horizontal line shows that the shear rate is 

constant throughout the respective fluid. 

 

This shear rate should be constant throughout each fluid given that the viscosity is constant, 

which is shown in Figure 14 by the horizontal line around 1250 s-1.  Given a constant shear rate 

in a particular region and constant viscosity, the shear stress can be calculated using Equation 8.   

 

τ = µ γ = (0.001 Pa*s)*(1250 s-1) = 1.250 Pa = 1250 mPa 
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This shear stress value should be constant throughout the entire fluid.  This was tested by 

selecting five different locations within fluids 1 and 2 in the numerical model to evaluate the 

viscous and total stress.  These are the two stress parameters that are calculated in the model.  

These values were compared to the analytical shear stress at the same locations.  The results are 

summarized in Table 2. 

Table 2.  Comparing analytical and numerical shear stress values for selected location within the 2D two-fluid Couette 

flow model.  The first location is within fluid 1.  The next four locations are within fluid 2.  The shear stress values in both 

of the fluids are identical. 

Location in 

y-coordinate  

(µm) 

Analytical Shear Stress  

(mPa) 

Numerical Viscous Stress  

(mPa) 

Numerical Total Stress 

(mPa) 

0.45 1250 1258.0 1258.0 

0.91 1250 1253.6 1253.6 

0.96 1250 1253.1 1253.1 

1.00 1250 1252.8 1252.8 

1.03 1250 1252.5 1252.5 
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3D Optical Trap Model 

The initial 3D optical trap model examined a 100 nm porous layer thickness.  A 

permeability constant of 9.1 x 1016 m2, porosity of 0.905, density of 1220 kg/m3, and a viscosity 

of 0.0025 Pa·s were represental of the porous media.  The velocity of the fluid passing the bead 

was 628.31 µm/s, and the flow was going from left to right.  Figure 15 shows the velocity 

distribution within the flow chamber around a 2D model of the bead.  The velocity is greatest 

before the bead.  A boundary layer forms on the bead, and a wake forms behind the bead where 

the velocity is significantly decreased. A 2D cut line, as shown in Figure 16, was placed inside of 

the porous layer in order to characterize the velocity distribution within the porous layer.  The 

velocity distribution can be seen in Figure 17. 

 

Figure 15.  The velocity distribution in the flow chamber around the bead 
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Figure 16.  A red line denoting the 2D cut line used to characterize the velocity inside of the porous layer 

 

Figure 17.  The velocity distribution within the porous layer 
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 In order to determine the effect that increasing porous layer thickness has on the flow, a 

parametric sweep function was performed numerically to look at varying thicknesses.  Eight 

thickness values were performed and included 100, 400, 700, 1000, 1300, 1600, 1900, and 2200 

nm.  The inlet velocity and conditions for the porous layer remained the same.  A contour of the 

velocity distribution for the 100 and 2200 nm porous layers is shown in Figure 18.  The stress 

experienced on the bead was analyzed by looking at the total force in the +x direction (going 

with the flow), as shown in Table 3.  These force values were evaluated by performing a surface 

integral on the outside of the bead.  Interestingly, the numerical output for force is labeled as 

“total stress” but uses units of Newtons.  The force exerted on the bead is of interest because the 

algorithm that the optical trap uses calculates the drag force based on the x-direction 

displacement of the bead in the trap21.  Therefore, the numerical solution models the force 

exerted on only the bead in the same direction as the flow.  In this way, numerical and 

experimental values can be related. 

 

Figure 18.  A visual comparison of the velocity fields surrounding a bead with A) a 100 nm porous layer and B) a 

2200 nm porous layer 
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Table 3.  Total force in the +x direction for varying layers of porous layer thicknesses 

Porous Layer Thickness (nm) Total Force (pN) 

100 3.50 

400 2.55 

700 1.85 

1000 1.40 

1300 1.10 

1600 0.882 

1900 0.716 

2200 0.602 

 

 The values for the total force shown in Table 3 were all generated numerically with the 

COMSOL software.  The force values in the software originally contained negative signs, 

indicating that the stress on the bead would be in the –x direction.  This negative sign was 

hypothesized to be a result of the sign convention that the software uses, showing that the forces 

calculated by the software are acting as reactive forces.  In order to prove this notion, the 2D 

model was used to simulate stresses.  The porous layer around the bead was made to be 

infinitesimally small in relation to the diameter of the bead.  The same initial and boundary 

conditions were applied to the bead, as was done previously.  The viscosity of the porous layer 

was changed to be the same as that of the outside fluid in order to avoid confounding the change 

in sign with the change in viscosity.  During the post-processing, two surface integrals of force 

were calculated:  the surface integral around the bead, and the surface integral around the outside 

of the porous layer.  A diagram showing how each surface integral was taken is shown in Figure 
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19.  Upon analysis, the two values for both forces were nearly identical in magnitude, but only 

differed in sign, as shown in Table 4.  The surface integral around the porous media was a 

positive value, and the surface integral around the bead was a negative value, proving that the 

modeled total force on the bead was a reactive force. 

 

Figure 19.  A 2D comparison proving that the modeled total force on the bead was a reactive force.  A) shows the surface 

integral around the bead.  B) shows the surface integral around the porous layer.  These values are nearly identical in 

magnitude, shown in Table 4. 

 

Table 4.  Total force for the surface integral around the bead and around the porous layer for a very small porous layer.  

The magnitudes are nearly identical, proving that the negative force on the bead is a sign convention in the software. 

 Around Bead Around Porous Layer 

Total Force, x component (μN/m) -6.7922 6.7973 

 

 As discussed earlier, the values of permeability and viscosity are unknown for vWF 

molecules, and dependent on how many molecules of vWF is attached to the bead.  The number 

of vWF molecules attached to the polystyrene bead experimentally is currently unknown.  For 

this reason, different magnitudes of permeability and viscosity were inputted into the model to 

study their effects.   
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 Upon further analysis of these simulations, it was observed that the velocity field inside 

of the porous layer was insignificant compared to the freestream velocity.  Figure 17 shows the 

velocity profile within the porous layer at a permeability constant of 9.1 x 10-16 m2.  The 

maximum velocity value in the porous layer, which occured at the interface of the porous layer 

and the fluid, was approximately 0.0012 mm/s.  The input velocity into the system was 0.62831 

mm/s.  The difference between these values is approximately three magnitudes, showing that the 

fluid was barely flowing through the porous media due to the low permeability.   

 A larger permeability was tested to study the effects.  The permeability of a blood clot is 

very low, as the function of a blood clot is to arrest bleeding.  A permeability of 1 x 10-7 m2 was 

used for a sensitivity test.  The viscosity of the porous layer was originally 0.0025 Pa·s which is 

greater than the viscosity of water by a factor of 2.5.  In order to test the sensitivity of the porous 

layer to viscosity, a viscosity of 0.25 Pa·s was used.   

 Four conditions outlined in Table 5 were chosen to show the sensitivity of the effects of 

permeability and viscosity.  The density and porosity values for each condition remained the 

same.  Condition 1 consisted of the initial parameters used to obtain the values in Table 3.  This 

condition contains the lowest permeability and viscosity values tested.  In condition 2, only the 

value for permeability was changed from condition 1.  In condition 3, only the value for dynamic 

viscosity was changed from condition 1.  In condition 4, both the values for permeability and 

dynamic viscosity were changed from condition 1.  The highlighted boxes in each column of 

Table 5 show the value that was changed with respect to condition 1.  The resulting force values 

are shown in Table 6. 
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Table 5.  Porous layer parameters to study the effects of permeability and viscosity on the model.  The highlighted boxes 

in each column show the values that were changed with respect to condition 1. 

 

Table 6.  Values for total force in the x-direction for the two conditions outlined in Table 5 at a velocity of 628.31 mm/s.  

Interesting to note is that for condition 1 and 3, the values decrease in magnitude as the porous layer becomes larger.  For 

condition 2 and 4, the values increase in magnitude as the porous layer becomes larger. 

 

 The results from this sensitivity study show that higher values of permeability and 

viscosity result in higher values of total force on the bead, and that the highest values of force 

occur when both the permeability and viscosity are high.  Interesting to note is that at low 
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permeabilities (conditions 1 and 3), the total force on the bead decreases as the thickness of the 

porous layer increases and that at higher permeabilties (conditions 2 and 4), the total force on the 

bead increases as the thickness of the porous layer increases.  

 The final model of the porous layer around the optical trap included using the viscosity of 

synovial fluid, which was found to be around 0.06 Pa·s (60 mPa·s)31.  The density and porosity 

that have been previously defined were also used for this condition.  The permeability of the 

porous layer was defined using 1 x 10-7 m2, the high permeability value in Table 5.  A summary 

of the results using this condition at the same velocity are shown in Table 7. 

Table 7. Total force values for a porous layer with density = 1220 kg/m3, permeability = 1 x 10-7 m2, porosity = 

0.905, and viscosity = 60 mPa·s at a velocity of 628.31 mm/s. 

Porous Layer Thickness (nm) 
Total force  

(pN) 

100 11.6 

400 13.6 

700 17.1 

1000 19.9 

1300 23.4 

1600 26.5 

1900 29.7 

2200 32.8 
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 A fine mesh was used for the above analysis, and was determined to be adequate for the 

model.  A mesh sensitivity analysis was performed and the results can be seen in Table 8.  The 

computation time for the extra fine mesh (5 minutes and 47 seconds) was orders of magnitude 

higher than that of the fine mesh. 

 

Table 8.  An analysis of the mesh sensitivity.  The differences between force values at the fine mesh and extra fine mesh 

were determined to be negligible in this study.   

Porous Layer 

Thickness (nm) 

Fine Mesh Total 

Force (pN) 

Extra Fine Mesh 

Total Force (pN) 

Percent Error 

100 3.50 3.84 9.02% 

400 2.55 2.73 6.50% 

700 1.85 2.02 8.23% 

1000 1.40 1.52 8.10% 

1300 1.10 1.19 6.70% 

1600 0.882 0.948 6.90% 

1900 0.716 0.773 7.37% 

2200 0.602 0.646 4.36% 
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Chapter 4  
 

Discussion 

Modeling of the Two-Fluid Couette Flow 

 The purpose of the 2D two-fluid Couette flow model was to gain a better understanding 

of the numerical software, COMSOL, and to determine which parameters were relevant for the 

optical trap simulation.  A Couette flow model was chosen as it is similar to flow past a bead in 

an optical trap, in which one surface is stationary (the bead) and a fluid is moving with some 

velocity due to the movement of another surface (the fluid moving due to the oscillations of the 

stage).  A Couette flow model was also chosen since an analytical solution exists for the 

problem.  This analytical solution was compared to the numerical solution in order to observe 

any discreprencies between the two and to understand the software. 

 Figures 12 and 13 and Table 1 show that the velocity profiles for the analytical and 

computational models were identical.  There was less than 0.5% error between the values of 

velocity at various points throughout the flow.  The shear stress was calculated provided the 

shear rate given from the model and the viscosity of the fluid.  Numerically, the software 

provides two types of stresses for the laminar flow physics, a viscous stress and a total stress.  

The COMSOL Multiphysics User Guide32 provides definitions for both of these stresses for 

incompressible flow, which can be seen in Equations 17 and 18 for viscous and total stress, 

respectively, 

 

𝒗𝒊𝒔𝒄𝒐𝒖𝒔 𝒔𝒕𝒓𝒆𝒔𝒔 = 𝝁(𝛁𝒖 + (𝛁𝒖)𝑻)𝒏             Equation 17 

𝒕𝒐𝒕𝒂𝒍 𝒔𝒕𝒓𝒆𝒔𝒔 = (−𝒑𝑰 + 𝝁(𝛁𝒖 + (𝛁𝒖)𝑻))𝒏                             Equation 18 



42 

 

in which µ is the dynamic viscosity, p is the pressure, and n is the normal vector.  Upon analysis, 

it can be seen that Equation 13 is identical to Equation 17, indicating that the viscous stress 

defined by the software is the same as the shear stress.  This was also proved in Table 2, in which 

the viscous stresses generated numerically by the software were identical to shear stresses 

calculated analytically for a given shear rate.  Table 2 also shows that the total stresses generated 

numerically by the software were identical to the analytical shear stresses.  The reason for this is 

due to the boundary conditions that were put in place for the Couette flow model.  A zero 

pressure gradient was defined in the model, therefore the pressure term in the total stress 

calculation disappears and the equations for total stress and viscous stress are exactly the same. 

 As a result of these findings, it was decided that the total stress would be used for the 

modeling of the 3D optical trap model.  As mentioned previously, the optical trap uses an 

algorithm to calculate the experimental drag force on the bead21.  The total stress generated 

numerically includes a viscous (shear) stress tensor in addition to a normal pressure term.  This 

expression most closely resembles the stress that is seen in the optical trap.  The stresses seen 

numerically and experimentally can be matched.  This allows the thickness of the porous layer to 

be compared to the experimental effective radius of the bead to determine the actual extent of the 

unfurling vWF molecules.    
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Determining Parameters for the Optical Trap Model 

The experimental effective radius of the bead is determined based on the assumption that 

a bead with protein adhered to the surface has a greater drag force than a non-coated bead.  The 

protein is assumed to act as a solid surface around the bead in the calculations.  The 3D model of 

the optical trap models this layer of protein as a porous media in order to account for fluid 

traveling through the layer.  This more accurate representation of vWF adhered to the bead 

should give a better estimate of the actual height of vWF on the surface of the bead, and 

therefore the extent of the unfurling of these vWF molecules from an induced stress.  

Table 6 shows the sensitivity of the permeability and viscosity values on the total force.  

At a lower permeability and viscosity (condition 1), the total force decreases in magnitude as the 

thickness of the porous layer increases, as opposed to at a higher permeability and viscosity 

(condition 4) the total force increases in magnitude as the thickness of the porous layer increases.  

At a low permeability, the porous layer is acting closer to a solid material, and is believed to 

dissipate some of the force from the fluid moving around it.  Since the total force on the bead is 

calculated by taking the surface integral, this surface integral will decrease as the thickness of the 

layer increases at a low permeability.  The model will output values that are similar to what 

would be observed with the optical trap.  vWF is believed to have a porous structure in which 

fluid travels in between the molecules.  The novelty in this model is that this fluid flow is taken 

into effect.  Therefore, the porous layer in the simulation would have a high permeability. 

Determining suitable parameters for this porous layer was critical to obtaining acceptable 

results.  Specifically, the permeability of the layer, which indicates how easily a fluid can flow 

through a porous media28, and the effective viscosity in the Brinkman layer, needed to accurately 

represent how the fluid would flow past the vWF molecules.  The values for permeability and 
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effective viscosity, in reality, would drastically change as the vWF molecule is unfurling from its 

coiled state due to the shearing from the fluid around it.  These nonlinear effects are unknown, 

and the simulation does not account for these changes.   

Since these parameters are unknown experimentally, a sensitivity study was performed in 

order to study how the parameters affect the model.  The results from this study are shown in 

Table 6.  The permeability values were changed by ~10 orders of magnitude, and the viscosity 

values were changed by two orders of magnitude.  The total stress increased with increasing 

permeability and increasing viscosity, and those stress values appeared to decrease with 

thickness at low permeability but not necessarily at low viscosity.  Condition 4 contains a 

combination of high permeability and high viscosity.  The magnitude in which the total force 

value increased as compared to that of condition 1 was greater than that of any of the other 

conditions.  Condition 4 shows that a potentially strong correlation exists between the 

permeability and viscosity values in the model.  Both of these parameters are important factors to 

model the porous media, but the interaction between them appears to be more significant. 

A final model used an input viscosity of 0.06 Pa·s based upon the viscosity found in 

synovial fluid31.  Higher values of viscosity lead to larger total stress values on the bead.  This 

value was determined to be more physiologically relevant and applicable than the previously 

used value.  The permeability of a blood clot was originally input into the model as it was a 

known value of a biological permeability; however, upon analysis of the velocity profile within 

the porous media at this permeability, it was determined that the magnitude of this permeability 

may have been too low.  The velocity profile within the porous layer was negligible compared to 

that of the free stream velocity.  Under the assumption that the fluid is flowing through the vWF 

molecules, which is what the optical trap fails to model, the permeability value was increased. 
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Relating Computational and Experimental Results 

The comparison between computational and experimental optical trap data was 

performed by first gathering relevant experimental data.  Candela22 outlines a collection of 

experimental data for vWF molecules attached to a bead for a variety of inlet conditions.  A 

summary of that information is shown in Table 9. 

Table 9. Experimental optical trap data obtained from Xavier Candela22 

Shear Rate 

(1/s) 

Velocity 

(µm/s) 

Effective  

Radius w/ 

vWF (µm) 

Effective  

Radius w/out 

vWF (µm) 

Length of 

vWF  

(µm) 

Drag Force 

(pN) 

314 157.08 2.429 2.472 0.264 7.28 

625 314.16 2.917 2.325 0.311 15.4 

1250 628.31 3.616 2.043 1.127 36.8 

 

The length of vWF was calculated by subtracting the effective radius of a vWF coated 

bead by the effective radius of a non-coated bead.  The ultimate goal of this research is to relate 

the numerical simulation of vWF in an optical trap to the experimental data.  As mentioned 

previously, the experimental data assumes that the densely packed vWF acts as a solid shell 

around the bead when determining the length of vWF (related to the effective radius observed).  

Assuming a solid sphere around the bead will produce a larger drag force on the bead for a given 

length of vWF.  By simulating vWF as a porous structure, a more accurate depiction of vWF is 

obtained since fluid can flow within the layer of vWF.  For the same length of vWF, the total 

force found in this simulation should be lower than the drag force found experimentally.  By 

determining which porous layer thickness corresponds to a total force value that is the same as 

the drag force found experimentally, the porous layer thickness can be compared to the length of 
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vWF for a given force.  A correction factor for the length of vWF can be obtained between the 

numerical and experimental data.  This correction factor can be used in future experiments and is 

essential to determining exactly how much vWF has unfurled.   

A parametric sweep function has been used in the previous simulations to model different 

thicknesses of the porous layer.  The largest porous layer thickness used in the simulations was 

2.2 µm, greater than the length of vWF observed in literature.  This value was determined since 

it could model both above and below the expected value of vWF.  The final porous layer 

parameters used to produce the values in Table 7 were simulated at the three conditions outlined 

in Table 9.  The results from the three conditions are shown in Table 10. 

 

Table 10.  Total force values for a given porous layer height and inlet velocity, as specified by Table 7. 

 V = 157.08 µm/s V = 314.16 µm/s V = 628.31 µm/s 

Porous Layer 

Thickness 

(µm) 

Total Force (pN) Total Force (pN) Total Force (pN) 

0.1 2.89 5.78 11.6 

0.4 3.40 6.79 13.6 

0.7 4.27 8.55 17.1 

1.0 4.99 9.99 19.9 

1.3 5.84 11.7 23.4 

1.6 6.63 13.3 26.5 

1.9 7.42 14.8 29.7 

2.2 8.21 16.4 32.8 
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 The values in Table 10 include a wide set of porous layer thicknesses to compare the 

experimental effective radius.  Analyzing Table 9 and Table 10, the value of porous layer height 

that corresponds to an overlap in experimental drag force and numerical total force occurs in 

between 1.6-1.9 µm for the first velocity condition and 1.9-2.2 µm for the second condition.  The 

third condition did not capture the total stress value seen in Table 9.  A value would have to be 

extrapolated from Table 10 in order to compare to Table 9 at 628.31 µm/s; however, a porous 

layer thickness can be calculated by interpolation at 157.08 µm/s and 314.16 µm/s.  Table 11 

shows these interpolated values, the length of the vWF found experimentally from Table 9, and 

the correction factor between these two values. 

Table 11.  The porous layer thicknesses (found numericallly) and the length of vWF (found experimentally) and 

the corresponding correction factors at each velocity. 

Velocity 

(µm/s) 
Force (pN) 

Thickness of Porous 

Layer (µm) 

Length of vWF 

(µm) 
Correction Factor 

157.08 7.28 1.85 0.264 7.00 

314.16 15.4 2.00 0.317 6.32 

628.31 36.8 >2.20 1.127 >1.95 

 

 Based on the data in Table 11, a factor to correct the experimental values for vWF 

unfurling was obtained.  These values, which are intended to be more representative of the 

optical trap situation and the unfurling of vWF, show that the experimental data is 

underestimating the degree of vWF unfurling.  This agrees with the hypothesis mentioned above; 

that assuming vWF is a solid sphere would result in larger stresses for a given length of vWF, 

and consequently would result in lower lengths of unfurled vWF for a given force as opposed to 

modeling the protein as a porous media. 
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 However, even though a correction factor was obtained, the porous layer thickness 

observed was much larger than the length of vWF that has been observed in literature (1.3 µm).  

Since the amount of vWF on the bead and the mechanism in which the molecule is adhered to 

the surface is unknown, the exact reason for this remains unknown.  Depending on how much 

vWF is adhered to the surface of the bead, the individual molecules may be anchored to the bead 

in more than one location.  Due to the shear number of vWF that may exist on the bead, these 

molecules could also be in an overlapping orientation.  In both of these cases, the mechanism of 

vWF unfurling may be different than what has been observed in literature.  The vWF optical trap 

literature that currently exists describes methods for opening up the A2 domain and shearing a 

single molecule of vWF20.  The optical trap in this instance is used to shear multiple molecules of 

vWF that are in an unknown configuration.  Therefore, the 21 pN unloading force14 and 1300 nm 

length of a single vWF molecule26 observed in literature may be invalid.  Another consideration 

is that the model is looking at extreme conditions since the non-linearities of how these 

properties change in time is unknown.  More information about the structure of vWF on the bead 

and how the properties change in time is necessary in order to create a more representative 

model. 

 Although the porous layer thickness values are out of range, the correction factors found 

for 314 s-1 and 625 s-1 are consistent.  Assuming that the correction factor is constant regardless 

of the shear rate, a total force value would not be obtained for the given porous layer thicknesses 

at 1250 s-1.  The experimental length of vWF from Table 11 was observed to be 1.1271 µm.  

Using the correction factor from 314 s-1 and 625 s-1, the porous layer thickness would be required 

to be around 6-7 µm, which was not observed in this experiment. 
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Mesh Sensitivity 

 The mesh sensitivity in Table 8 shows a percent difference in the total force value 

between the fine and extra fine mesh to be between 4-10%.  The fine mesh was determined to be 

adequate for these simulations.  The reason for this is because preliminary simulations were 

looking at the relative magnitudes of total stress and the sensitivity of the parameters.  When 

comparing the numerical data to the experimental data, the difference between the data was so 

large that a finer mesh would not have provided much additional insight into relating the 

magnitudes of the forces.  The mesh served to characterize the sensitivity of the parameters and 

the relative magnitudes.  When more accurate parameters are determined in the future, a finer 

mesh should be considered in order to obtain a more accurate correction factor. 

 

 

 

 

 

 

 

 



50 

 

Chapter 5  
 

Conclusion 

Computational results from this research provide an initial model for predicting the actual 

extent to which vWF is unfurling inside of the optical trap by modeling flow through the vWF 

molecules.  The model should be able to take experimental drag force data from the optical trap 

and find the thickness of the porous layer in the model that correlates to the effective radius 

observed experimentally.  A correction factor can be determined and used to calculate the actual 

unfurling length of vWF.  The model was validated using a simpler two-fluid Couette flow 

model in which the analytical solution was compared to the numerical solution.  This was done 

in order to better understand the COMSOL software used for numerical modeling.     

This study shows that the experimental optical trap model is underestimating the 

unfurling of the vWF molecules.  This indicates that at a given drag force, vWF molecules are 

unfurling to a greater extent than calculated by the optical trap.  The numerical model is sensitive 

to changes in permeability and viscosity of the porous layer modeling vWF, and the interaction 

between those variables appears to be significant.  Representative values for the parameters of 

this porous layer were obtained in order to accurately model the vWF around the bead.  This 

model and the correction factor can be used to determine the actual unfurling of vWF on an 

optical trap for a given experimental dataset.  Understanding how vWF is unfurled and sheared 

experimentally provides insight into some of the clinical problems associated with medical 

devices, such as VADs, such that the devices can be designed for safety and efficacy. 
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Chapter 6  
 

Future Work 

 Future work should look into determining the actual parameters of a vWF layer on a 

bead.  All of the porous layer parameters, including permeability, porosity, density and viscosity, 

drastically change depending on the orientation of vWF in the trap and the rate of unfurling.  As 

mentioned above, these values are unknown and have not been extensively studied.  A better 

understanding of what these values are could be obtained by quantifying the amount of vWF on a 

bead.  With this information, an experiment could be setup in which a solution of vWF 

molecules are anchored to a surface and a viscometer could measure the viscosity of this 

solution.  Using this same concept, a test for permeability of this layer could also be performed.  

A control for the experiment, such as a bead covered in DNA (streptavidin), could also provide a 

reference and control for how much vWF is unfurling. 

 In addition to gaining a better understanding of the parameters of the porous layer, more 

experimental optical trap data should be obtained in order to compare the two datasets.  The 

sample size of experimental data obtained was limited which may have significantly impacted 

the validity of the model.  In addition, the experimental data shown in Table 9 showed that the 

effective radius of the bead without vWF was over 2 µm, when it is known that the radius of the 

bead is 1 µm.  This discreprency could possibly have invalidated the experimental data used in 

this study.  By using more experimental data, a greater confidence in the length of vWF observed 

experimentally and the corresponding correction factors can be obtained.   

 A sensitivity study was outlined in this work to examine the effect that two of the porous 

layer parameters exhibited on the model.  The results from the study showed that the parameters 

each independently affected the model, but that the interaction between the two parameters 
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appeared to be most significant.  With this information, future work should statistically look into 

the significance of these parameters and their interactions to study any linear or quadratic effects.  

This information would provide insight into which porous layer parameters are the most 

significant in the model. 

 COMSOL Multiphysics provides a Free and Porous Media Flow physics that can 

accurately model a porous layer; however, manipulating equations in the software was not 

always user friendly.  Once a physics was chosen, the governing equations and post-processing 

outputs were already defined for the simulation.  Overriding an equation or a parameter was 

difficult to perform.  Another FEA package that allows the user to have more control over the 

equations and how the software is using these equations may provide a simpler model. 

 In addition to comparing computational to experimental values, a number of papers in 

literature were found that derived solutions for flow past a porous sphere using the Brinkman 

equation33,34.  These papers explicitely look at flow past a completely porous sphere.  In the case 

of the optical trap and the model that was created, these papers were not directly related since 

there is a bead inside of the porous sphere; however, they may provide insight into the stresses 

that are observed.  They could also provide another option for validating a solution. 

 The physics chosen for this model was a Free and Porous Media Flow that consisted of 

the Continuity, Navier-Stokes, and Brinkman equations.  Other equations, such as Darcy’s law, 

were not used to model the situation due to the assumptions that were made.  In addition, a 

number of other physics offered through COMSOL, such as Darcy’s Law, Biot Poroelasticity 

and Viscoelastic Fluid, were originally considered.  Given a set of different assumptions, one of 

these physics may more accurately represent the situation. 
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 Experimental information on the drag force associated with polystyrene beads without 

vWF exists in Candela’s thesis22.  As a result of this, a 3D model of the bead without a porous 

layer of vWF could be modeled numerically in COMSOL.  This simulation should theoretically 

produce total force values that are identical to the drag force values obtained experimentally.  

This information could be used to validate the optical trap model outlined in this work.  Any 

discreprencies between the numerical and experimental data for that model could provide insight 

into some of the discreprencies observed in the model presented in this thesis. 
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Appendix A 

 

MATLAB Code for Plotting 2D Couette Flow Velocity Profile 

%Determining velocity profiles for 2D two-fluid Couette flow 

  
V = 0.62831e-3; %inlet velocity 

  
mu1 = 0.0025; %viscosity of fluid 1 
mu2 = 0.001; %viscosity of fluid 2 
h1 = 0.9e-6; %height of fluid 1 
h2 = 0.14e-6; %height of fluid 2 

  
y1 = linspace(0,h1,135); %scaling the y-coordinate values in fluid 1 based on 

the heights  
y2 = linspace(h1,h1+h2,21); %scaling the y-coordinate values in fluid 2 based 

on the heights 
y = linspace(0,h1+h2,156); %combined y-matrix 

  
u1 = ((mu2*V)/(mu2*h1+mu1*h2))*y1; %analytical velocity of fluid 1 
u2 = (V/(mu2*h1+mu1*h2))*(mu1*(y2-h1)+mu2*h1); %analytical velocity of fluid2 
u11 = horzcat(u1,u2); %combined velocity matrix 
plot(y,u11) 
xlabel('Height (microns)') 
ylabel('Velocity (m/s)') 
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