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Abstract

Recommendation systems have played an important role in helping users find interesting and
relevant items in a large catalog of choices. Unfortunately, the performance of recommender sys-
tems was measured solely on how accurate the recommendations are with respect to users [1].
However, users may not be satisfied by such recommendations, since they may already purchased
these most popular items or they want to know something different from their existing knowledge.
Therefore, the amount of additional information that the users gain from the recommendations
is limited. In fact, McNee et al. argued that recommendation systems which highly match with
user’s past behavior will provide users accurate recommendations but zero amount of information
and cause narrow focus to the users [1]. Unfortunately, there exists conflict between the diversity
and the accuracy in the recommendations. There is widespread skepticism that diversity should
be sacrificed to increase accuracy or accuracy should be sacrificed to increase diversity. To date,
this skepticism is arguably justified. B. Smyth et al. and D. McSherry have addressed this issue
in their research [2, 3], which has focused on increasing the diversity in recommendations. N.
Hurley et al. [4] has concluded that the diversity of the recommendation list can be increased at a
cost of reducing recommendation accuracy, without providing any further analysis of the positive
impact of increasing diversity. This thesis proposes a cluster-based approach to increase diversity
in recommendations based on item novelty. The proposed diversity enhancing weighted selection
algorithm is evaluated using real-world e-commerce product dataset and demonstrates substantial
improvements in both diversity and accuracy, as compared to the recommendation re-ranking ap-
proaches, which have been introduced in prior literature for the purpose of diversity improvement.
The diversity performance against system accuracy and diversity in the recommendation list is
measured with different control parameter. The importance of the control parameter in obtaining
the best diversity performance for the system is discussed. The method for evaluating sensitivity
of diversity on matching value in recommendations is proposed.
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Chapter 1

Introduction

1.1 Background

Recommendation systems have played an important role in helping users find interesting and

relevant items in a large catalog of choices. For example, Amazon.com, Inc. recommends poten-

tial products in their huge collection of items to users based on their purchase history in order to

improve the item sales; Google Scholar recommends scholarly literature across disciplines to users

based on their query. Figure 1.1 represents Amazon’s recommendation system, which recommends

products for a user who recently purchased electric fans and digital cameras. Unfortunately, the

performance of recommender systems was measured solely on how accurate the recommendations

are with respect to the users [1]. In the standard methodology, a travel recommender is rewarded for

recommending places a user has already visited, instead of being rewarded for finding new places

for the user to visit [1]. However, users may not be satisfied by such recommendations, since

they may already acknowledge these accurate recommendations and they want to know something
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Figure 1.1: Amazon’s Recommendations for A User.

different from their existing knowledge. Therefore, the amount of additional information that the

users gain from the recommendations is limited. Hence, users may not consider such recommen-

dation to be personalized. For example, an academic paper recommender, which recommends

academic papers written by the same author that a user has read in the past; even the user may

be strongly interested in these papers, the user will believe this is a poor recommendation, since

they can easily find these papers in many other ways [4]. A better academic paper recommender

in this setting would recommend less common or popular papers that also match the users interest.

A.M. Rashee et al. presented a real world example where once a user rated one Star Trek movie

she would only receive recommendations for more Star Trek movies [5]. In the meantime, busi-

ness that adopts personalized recommendation systems also hopes that there will be varieties of

items appeared in the recommendations to stimulate users’ new shopping needs. In fact, McNee et

al. argued that evaluating recommender system solely on accuracy metrics is not only misguided

but also detrimental to the research in recommendation systems, since such act will provide users

accurate recommendations with zero amount of information and cause narrow focus to the users

[1].

Causing narrow focus to the users has been a major imperfection for Collaborative Filtering

top-N recommenders. The goal of these recommenders is to predict a list of N products that a user

will like or be interested in purchasing. The rationale behind collaborative filtering recommenders

is that if users are similar with respect to their past transaction history, they are highly likely to have

similar tastes with respect to their product choices [6, 7]. Thus, products will be recommended
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based on similar users’ transaction history. One consequence of collaborative filtering algorithm is

that items that are well-matched to the user profile/user query are also likely to be highly similar

to each other [4]. Hu Rong et al. showed that the recommendation diversity enhances users’

perception of recommendation and more importantly their satisfaction [8].

Unfortunately, there exists conflict between the diversity and the accuracy in the recommenda-

tions. There is widespread skepticism that diversity should be sacrificed to increase accuracy or

accuracy should be sacrificed to increase diversity. To date, this skepticism is arguably justified.

B. Smyth et al. and D. McSherry have addressed this issue in their research [2, 3], which has

focused on increasing the diversity in recommendations. N. Hurley et al. [4] have concluded that

the diversity of the recommendation list can be increased at a cost of reducing recommendation

accuracy, without providing any further analysis of the positive impact of increasing diversity.

In this paper, an algorithm named Diversity Enhancing Weighted Selection algorithm is de-

scribed, and the method to integrate this algorithm into existing collaborative filtering algorithm

is discussed. The performance of proposed algorithm is measured by the sensitivity of diversity

on matching value and by the system precision analysis. The proposed algorithm indeed increases

the diversity in the recommendations. The increase in diversity of the recommendations is at the

expense of accuracy; however, the relevance between recommendations and user’s past behavior

is preserved. The algorithm itself generates clusters of items ranked by collaborative filtering al-

gorithm and then selects a list of N items from the clusters. Applying clustering algorithm on

items ranked by collaborative filtering algorithm and selecting items from the clusters is being

done for the first time. The rationale behind proposed algorithm is that selecting items from dif-

ferent clusters with different characteristics will have items in the recommendation lists with more

characteristics, therefore, increase the diversity in the recommendation list. Since increasing di-

versity indefinitely results in decreasing system accuracy, the metric to measure the sensitivity of

diversity performance against system accuracy and diversity in the recommendation list is created.

The novel features in algorithm itself:

• A Diversity Enhancing Weighted Selection algorithm that substantially improves in both
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diversity and accuracy, as compared to prior literature has been proposed.

• A metric to measure diversity performance has been proposed.

1.2 Thesis Structure

The remainder of the thesis is organized as follows. Related work on increasing diversity in the

recommendation list is discussed in Section 2. In Section 3, the existence of novel items is shown

in a real-world dataset; the methodology for evaluating the precision and diversity performance

of novel item retrieval is discussed; the method to integrate the proposed Diversity Enhancing

Weighted Selection algorithm into a top-N collaborative filtering recommendation algorithm is

explained. Finally, in Section 5, the proposed strategies are incorporated on benchmark Ama-

zon dataset, which has been used for collaborative filtering research before, then the diversity and

precision performance of proposed algorithm is evaluated and compared with conventional col-

laborative filtering result with different control parameter. Finally, the importance of the control

parameter in obtaining the best diversity improvement for the system is discussed.
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Chapter 2

Literature Review

2.1 Recommendation Systems

As discussed before, there has been many recommendation systems in the market currently,

such as item-based collaborative filtering and case-based recommender systems. Previous re-

searches have worked hard on improving accuracy metrics in the system. Nevertheless, recent

research has shown that developing recommendation systems with accuracy as the single goal

does not fully utilize the recommendation system. For example, it is argued in McNee and Kon-

stan [9] that evaluation of recommendation system needs to move beyond conventional accuracy

metrics. The justification behind this argument is the existence of long tail problem in statistics

and business. The long tail problem suggests that the amount of unpopular items dominates the

amount of popular items. If we focus on improving accuracy metrics in recommendation system

solely, popular items will most likely to be recommended to the users, hence become more popu-

lar; in contrast, unpopular items will become more unpopular. C. Anderson stated in his book that
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business is making less sales due to the fact that huge amount of unpopular items gets stored away

instead of being sold to the consumers [10]. In this thesis, the existence of novel items, the unpop-

ular items in the long tail category, is examined in real world dataset, and a strategy to recommend

these items to the consumers is proposed.

2.2 Diversity in Recommendation System

Herlocker et al. discussed the importance of evaluating novelty dimension in the collaborative

filtering recommender systems [11]; however, a concrete evaluation metric for evaluating novelty

in the recommendation systems was not given in the paper. B. Smyth et al. first proposed al-

gorithms which tackle the issue of increasing diversity in recommendation lists [2]. The authors

proposed three heuristic algorithms for selecting recommended list that combine both similarity

and diversity. The authors mentioned that the greedy selection algorithm is the best among these

algorithms. Greedy selection algorithm each time appends one item into the recommended list

based on a proposed heuristic measure combining diversity and similarity. The conflict between

similarity and diversity has been discussed in Section 1.1. Hence, introducing more diversity in the

recommendation list will impact the retrieval performance. However, the authors did not examine

the impact on retrieval performance if diversity in the recommendation list increases. Hence, an

evaluation metric to measure the sensitivity of diversity on retrieval performance is proposed in

Section 3.6. In Section 4.2, this issue is further examined by introducing control parameter on di-

versity increase, then the retrieval performance is explicitly evaluated in different system settings.

In more recent research, the metric for evaluating diversity in the recommendation list has been

proposed by Ziegler et al. [12]. The authors proposed a similarity metric using a taxonomy-based

classification and used it to compute an intralist similarity metric to determine the overall diversity

of the recommended list [4]. The intralist similarity measurement is comparable to the diversity

measurement in B. Smyth et al.’s [2] paper. The difference is that the intralist similarity measure-

ment decreases when diversity is increased in the recommendation list; while B. Smyth et al.’s



7

diversity measurement increases when diversity is increased in the recommendation list. Ziegler et

al. also proposed a heuristic algorithm to increase the diversity in the recommendation list. They

methodology is to re-rank the items generated from the collaborative filtering algorithm. Their

results matches the expected result, where re-ranked recommendation lists have smaller accuracy

measurement than the unaltered ones. Nevertheless, users find the altered lists more satisfying. R.

Devooght et al. proposed a collaborative filtering algorithm integrated with recurrent neural net-

works [13]. Their proposed algorithm increases the diversity in the recommendations by exploring

the nearest-neighbors for each user and selecting items based on diversity bias measurement. How-

ever, the algorithm only works well for short term recommendations. If a user has past behavior in

long term, the resulting recommendations are not promising. Also, the sensitivity of the diversity

bias in the algorithm is not discussed. Finally, D. Fleder et al. [14] examined the impact of recom-

mender systems on the diversity of sales. In their paper, a statistical dispersion measurement called

the Gini coefficient was proposed to measure sales diversity. The recommendation systems that

they examined were top-N recommendation systems instead of rating prediction recommendation

system. The goal of both recommendation system is to recommend a list of N products, which

end-users may find them relevant or satisfying; however, the methodology for recommending these

products is different.

2.3 Top-N Recommendation Algorithms

Top-N recommendation systems recommend items that match users’ past behavior; while rat-

ing prediction recommendation systems first predict the rating of all items that the end-user may

give and then select the top N products that have the highest ratings. The assumption that rating

prediction recommendation systems make is that it is highly likely users will be satisfied with the

products that have higher ratings. In this thesis, a good recommendation system is believed to be

capable of classifying items as being relevant or not relevant to the users, and then recommend-

ing as many relevant items as possible. Many research have been carried out on rating prediction
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recommendation algorithms. For example, Wang et al. proposed a method to unify the user-based

and item-based collaborative filtering algorithms by similarity fusion [15]; Xue et al. combined

the advantages of memory-based and model-based approaches by introducing a smoothing-based

method, in order to improve the accuracy of the predictions [16]; G. Karypis proposed an item-

based collaborative filtering algorithm [7], where an item distance matrix is generated first from

the dataset, then, the items are sorted according to their average similarity to all items in the user

profile, and the N best items are recommended. In fact, some of these research were motivated by

the Netflix prize in recent years, where a team wins if the rating predictions generated from their

recommendation system have smallest root mean square error compared to Netflix’s real world

movie rating dataset. However, the recommendation system that gives the highest accurate pre-

diction does not necessarily perform well in recommending relevant products to the users. One

way to think of it is that a recommendation system that recommends all Star Treks series to a user

who gave high ratings for Star War series is not a good recommendation system. Even the user

may give high ratings to the Star Trek series, the relevant products in the recommendations are

limited. Nevertheless, rating prediction recommendation system gives rating predictions for a set

of products, and in order to make recommendations, it still need to decide which of these should

be recommended to the users. The most common approach, referred as predict-and-select-highest

strategy, is to recommend those items with the highest predicted ratings. Table 2.1 shows related

recommeder systems and the features they support. The green entries show features that the cor-

responding system supports. Table 2.1 reveals that, while others have implemented a subset of

the features we are providing, to the best of our knowledge, none has achieved them in a com-

bined manner. In this thesis, a strategy that integrates the predict-and-select approach and novel

recommendation support is presented. Additionally, the sensitivity of diversity on similarity in

recommendations is defined and evaluated for proposed strategy.
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Table 2.1: Literature review of supported features, compared to what is being proposed in this
work

Authors
top-N

Recommendation
Rating Prediction
Recommendation

Novelty
Measurement

Sensitivity of Diversity
on Similarity

G. Patil et al.
(1982)

D. Reynolds et al.
(1997)

G. Karypis et al.
(2001)

B. Smyth et al.
(2001)

K. Nehring et al.
(2002)

Herlocker et al.
(2004)

Ziegler et al.
(2005)

Xue et al.
(2005)

S. McNee et al.
(2006)

Wang et al.
(2006)

D. Fleder et al.
(2007)

N. Hurley et al.
(2011)

R. Devooght et al.
(2017)

H. Sui et al.
(2017)

Not Implemented
Full Feature
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Chapter 3

Methods

In this chapter, the Diversity Enhancing Weighted Selection algorithm that will increase diver-

sity in the recommendations is proposed. The proposed algorithm will be integrated into existing

collaborative filtering top-N recommendation framework. The performance of the integrated sys-

tem is evaluated based on diversity in the recommendations and precision analysis. The method

used for computing a top-N recommendation list for a user u is given in Figure 3.1. In this thesis,

G.Karypis’s SUGGEST item-based collaborative filtering algorithm is used as a baseline model

and compared with the proposed algorithm, since many of previous works have compared their

algorithms with G.Karypis’s algorithm. The performance evaluation metrics are discussed in the

following sections.

3.1 Matching Value of a Set

Many applications of information retrieval try to solve the problem of finding a subset of items

that best match a query or request issued by a system user. These subset of items in reality could be
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Figure 3.1: Framework for Top-N prediction.

documents returned by a search engine or products recommended for purchase in a recommender

system. To translate the recommender system to mathematical language, let Q denote a set of all

possible queries that can be issued by the users to the system and I denote the set of items in the

system. Let qu ∈ Q denote a query issued by user u and R ⊂ I denote the subset of items that

returned by the recommender system. For future reference, this subset of items is referred to as

recommended list. Therefore, the recommender system algorithm can be modeled as the following.

Denote a matching function to be fm : Q × 2I → R, such that 2I represents the power set of I

and fm(qu, R) is a real value associated with subset R. Without loss of generality, for a particular

query issued by user u, the subset R, which gives higher fm(qu, R), corresponds to better matches.

Therefore, according to the matching function, the conventional collaborative filtering algorithm

solves the problem of returning a subset R with size N which maximizes fm(qu, R).

In reality, the method used to compute the matching value for a subset of items varies. In this

thesis, the method that was used in Hurley et al.’s paper [4] is adopted to compute the matching

value for the retrieval set. That is, the matching function fm can be represented as the average

of matching values of items contained in the retrieval set. In other words, there exists a function

gm : Q× I → R, such that

fm(qu, R) =
1

|R|
∑
i∈R

gm(qu, i) (3.1)
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• fm(·, ·) : Matching value between two sets

• gm(·, ·) : Matching value between a set and an item

•R : Candidate recommended list

• | · | : Cardinality of a set

• i : An item in R

3.2 Diversity of a Set

In Section 2.2, different methods to compute the diversity of a set in the literature are discussed.

G. Patil et al. first defined the rarity of a single element in the set. Then, the authors proposed to

model diversity of a set as the average rarity of the elements in the set [17]. In contrast, K. Nehring

et al. and D. Reynolds et al. proposed to model diversity of a set as the average dissimilarity or

distance value of all pairs of elements in the set [18, 19]. The distance value of a single pair of

elements in the set is a function defined to be d : I ×I → R, such that d(i, j) ≥ 0 for any i, j ∈ I.

Hence, the diversity fD(R) can be represented as the average distance value of all pairs of elements

in set R. That is,

fD(R) =
1

p(p− 1)

∑
i∈R

∑
j∈R,j 6=i

d(i, j), (3.2)

• fD(R) : Diversity of setR

• p : Cardinality of set R

• i, j : A pair of items in R

• d(·, ·) : Distance between two items

In K. Nehring el al’s paper, the authors defined this distance function to be symmetric, in other

words, d(i, j) = d(j, i) for any i, j ∈ I [18]. In this thesis, K. Nehring et al. and D. Reynolds et

al.’s approach is adopted to model the diversity of a set.
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The distance function d(i, j) is application dependent. For example, the distance between two

documents can be calculated by the number of vocabularies that they differ; while the distance be-

tween two products can be calculated by the categories they belong to. Even the distance function

can have many definitions, the only requirement of the distance function is argued by N. Hurley el

al [4]. The authors argued that the requirement is that the distance between a pair of elements in

the set and query matching values should be calculated, without restriction on the feature space or

method used to calculate these values [4].

3.3 Novelty of an Item

In Section 2.1, the existence of novel items in real world example and the impact they have

on user satisfaction are discussed. However, the question of how to calculate the novelty of an

item in the set still remains. In the field of information retrieval, different methods of calculating

the novelty of the retrieval set have been proposed in the literature. R. Baeza-Yates et al. defined

the novelty of the recommended list to be the ratio of known relevant items and unknown relevant

items with respect to a particular user [20]. Denote H ⊂ Ru to be the subset of items in Ru, which

Ru represents the retrieval set R that the recommender system recommended for a user u. The

items in H can be categorized into two categories, the set of items that were already known to the

user, denoted as HK , and the set of items that were unknown to the user, denoted as HU . In other

words, H = HK ∪HU . Therefore, the novelty of the recommended list can be represented as,

n(R) ,
|HU |

|HK |+ |HU |
=
|HU |
|H| . (3.3)
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• n(R) : Novelty of setR

• | · | : Cardinality of a set

•HU : Items known to user

•HK : Items unknown to user

•H : Items in user past behavior

N. Hurley el al. argued that this definition is too restrictive and not practical, since there is limited

knowledge on prior user behavior [4]. The authors suggested that instead of measuring the novelty

of an item by the proportion of unknown items in the retrieval set, the novelty of an item should be

measured by measuring how unusual this item is with respect to users normal tastes. That is, the

novelty of an item i ∈ R is defined as

nR(i) =
1

p− 1

∑
j∈R,j 6=i

d(i, j), (3.4)

• nR(i) : Novelty of item i in set R

• p : Cardinality of set R

• i, j : A pair of items in R

• d(·, ·) : Distance between two items

With this definition, the diversity of the recommended list is set to be the average novelty of the

items in the set. That is,

fD(R) =
1

p(p− 1)

∑
i∈R

∑
j∈R,j 6=i

d(i, j) =
1

p

∑
i∈R

nR(i), (3.5)
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• fD(R) : Novelty of set R

• nR(i) : Novelty of item i in set R

• p : Cardinality of set R

• i, j : A pair of items in R

• d(·, ·) : Distance between two items

Therefore, the items in the retrieval set associated with higher novelty value are the ones that

have greater distance from other items in the retrieval set. Hence, a conventional similarity-based

recommendation algorithm would have lower probability to recommend these novel items to the

user. The existence of novel items in real world dataset is examined in the following. In this thesis,

N. Hurley et al.’s method to calculate the novelty of items is adopted.

The real world dataset was collected by McAuley et al. [21, 22] from Amazon.com and mainly

used for collaborative filtering recommender systems research. Duplicate items were removed

in this dataset. The dataset contains user’s past purchase history and the relationship between

products, such as whether they are bought together or viewed together. Therefore, the novelty

of products can be measured in a user’s past purchase history, using the item distance function.

The item relationships from the dataset are treated as a graph. Denote G = (V,E) to be finite

undirected graph for the item relationships. The set V contains the vertices in the graph, in this

case, the set I of all products in Amazon dataset. The set E is the set of all edges in the graph.

The edge between two products is identified if they are bought together or viewed together. Hence,

the item distance function for product i and j can be defined as the graph distance d(i, j) between

vertices i and j in G, in other words, the minimum length of the paths connecting them. If no such

path exists (i.e., if the vertices lie in different connected components), then the distance is set equal

to∞. In Figure 3.2, the histogram of the novelty of items in the Amazon dataset across all users’

past purchase history is presented. The novelty values are normalized in order to obtain a smooth

curve in the histogram plot. From Figure 3.2, it can be observed that there is a large distribution of

products that associated with large novelty value. In fact, there are 31.47% of products in user past
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Figure 3.2: Histogram of the item novelty in Amazon dataset across all users’ past purchase history.

purchase history that have novelty value larger than 0.8. These are the products that a conventional

similarity-based recommendation algorithm finds the hardest to recommend to the users. Hence,

a recommender system that does not incorporate the novel items in the recommendation is not

considered to be a good recommender system.

3.4 Increasing the Diversity of the Recommendation List

The recommended list constructed by the conventional similarity-based algorithm contains

items that are similar to the user query; therefore, these items are likely to be similar to each

other. These items are retrieved based on their similarity metric, where the highest p items with

similarity metric will be chosen indefinitely. Therefore, the retrieved items will never contain the

novel items discussed before, which are less similar to the user query, but still relevant to the user.

N. Hurley et al. argued that increasing the diversity of R will increase the number of overlapped

items between R and Lu [4]. That is, |R ∩ Lu| will become larger as the diversity of R is in-

creased. From this point of view, the rationale behind proposed algorithm is that selecting items

from different clusters with different characteristics will have items in the recommendation lists

with more characteristics, therefore increase the diversity in the recommendation list. Hence, in
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order to force to retrieve items based on similarity and diversity, k-means clustering algorithm is

used on the candidate set C to obtain set of clustered candidate L. Therefore, clusters with di-

verse characteristics will be formed by k-means clustering algorithm. Since items in C are already

sorted based on their similarity score, the similarity or matching values are well-preserved inside

the cluster. Thus, selecting items in the clusters will enforce diversity and maintain the similarity

metrics in the recommended list.

3.5 Diversity Enhancing Weighted Selection Algorithm

The rationale behind Diversity Enhancing Weighted Selection algorithm is that, if the set of

clusters has items sorted by corresponding item novelty metric, then selecting item each time

with the least novelty metric from each cluster will maintain the accuracy metric but increase the

diversity among the recommended list. Let L denote the set of clustered candidate obtained from

last section. Let Ili denote the set of items included in cluster li ⊆ L and I(0)li
denote the item

associated with lowest novelty metric in Ili . Let r(0)li
denote the rank of the item associated with

lowest novelty metric in Ili in C. Let nli denote the number of items that have already extracted

from li to the recommended list. Therefore, the proposed Diversity Enhancing Weighted Selection

algorithm is shown in Algorithm 1. The algorithm itself is an iterative method. As Algorithm

1 shows, the item associated with higher rank in C will be more likely to be included in the

recommended list. However, choosing items solely on its rank is insufficient, since the items in

cluster which all of its items have higher rank than others in C will have higher probability to be

chosen. This does not improve the diversity in the recommended list; in fact, it is equivalent to

choosing top-N recommendations from C. Therefore, the penalty for choosing the items in same

cluster is introduced. That is, each time the item gets selected from the cluster Ili , there will be

1/|Ili | less probability to choose items from Ili again. In this case, selecting items from multiple

clusters introduces diversity into the recommended list.
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Algorithm 1 Diversity Enhancing Weighted Selection Algorithm
Input: Set of clusters with L size p.
Output: Recommended list R with size p.

1: procedure DEWSA(L)
2: n← 0
3: while n 6= p do . Recommended list R is not filled
4: Choose I(0)li

with highest (|C| − r
(0)
li

)/r
(0)
li
× (|Ili | − nli)/|Ili |

5: nli ← nli + 1

6: Append I(0)li
to R

7: Delete I(0)li
from Ili

8: n← n + 1

9: return R

3.6 Trade-Off between Diversity and Similarity

The method that will potentially increase the diversity in the recommended list is discussed

above. However, a recommender system that recommends diverse but poorly matched items is

unlikely to produce satisfactory results. Therefore, the goal to recommend a set R that has high

diversity stands against the goal to recommend a set R that highly matches with user query. In

the following, the system performance measurement for diversity improvement that captures the

trade-offs between these goals is presented. Let Cp be the top p items in C and Rp be the p items

selected from the set of clustered candidate L. To compare the accuracy metric between Cp and

Rp, the accuracy difference Φ is defined to be

Φ(Rp, Cp) =
fm(Rp)− fm(Cp)

fm(Cp)
(3.6)

• Φ(·, ·) : Accuracy improvement between two sets

• fm(·) : Matching value of a set

• Cp : Initial recommended list from collaborative filtering algorithm

•Rp : Revised recommended list from proposed algorithm
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Adopting the definition of accuracy difference, the diversity performance Θ is defined to be

Θ(Rp, Cp) = −fD(Rp)− fD(Cp)

ΦfD(Cp)
(3.7)

•Θ(·, ·) : Diversity improvement between two sets

• fD(·) : Diversity of a set

• Cp : Initial recommended list from collaborative filtering algorithm

•Rp : Revised recommended list from proposed algorithm

Since there is an negative relationship between diversity and similarity, in order to make the di-

versity improving function to be an increasing function, the result from the diversity performance

measurement is negated. From the above definition, if the diversity difference is larger than the

accuracy difference, a diversity performance measurement higher than 1 should be obtained. In

the case when the diversity difference is less than the accuracy difference, this is the cut-off point

where the system is generating poor recommendations to the users.

3.7 A Toy Example

To provide a better picture of the trade-off between diversity and similarity metric, a toy ex-

ample is presented in the following. Assume that the example dataset contains six items I =

{i1, i2, i3, i4, i5, i6}. The distance between each pair of the items is depicted in Table 3.1. Pu de-

notes user past behavior that was recorded and Lu denotes the user past behavior that was both

recorded and unrecorded. In both cases, 1 indicates that the user has bought this item in the past,

0 indicates that the user has not bought this item in the past, - indicates that the particular record is

missing.

Assume that the proposed recommender system wants to recommends N = 2 items to the user.
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i1 i2 i3 i4 i5 i6
i1 0.0 0.5 0.75 0.8 0.7 0.7
i2 0.5 0.0 0.6 0.75 0.6 0.6
i3 0.75 0.6 0.0 0.8 0.5 0.5
i4 0.8 0.75 0.8 0.0 0.9 0.7
i5 0.7 0.6 0.5 0.9 0.0 0.9
i6 0.7 0.6 0.5 0.7 0.9 0.0
Pu 1 - - - - 1
Lu 1 1 1 0 1 1

nL(i) 0.67 0.58 0.59 0.79 0.68 0.68

Table 3.1: Distance between items and their Novelty Values.

R fm(R) fD(R) Θ
R1 i2 i3 0.41 0.6 -
R2 i2 i4 0.35 0.75 1.71
R3 i2 i5 0.32 0.6 0.0
R4 i3 i4 0.31 0.8 1.37
R5 i3 i5 0.28 0.5 -0.53
R6 i4 i5 0.22 0.9 1.08

Table 3.2: Recommendation Lists, Diversity and Similarity, and Diversity Improvement.

The six possible recommendation sets R1, · · · , R6 are shown in Table 3.2. Since the recommen-

dation set only contains one pair of items, the set diversity fD(R) can be obtained from the item

distance matrix directly, for example, fD(R2) = d(i2, i4) = 0.75. As proposed in Section 3, the

matching value fm(R) is defined to be the average matching value of items contained in R to the

user query. The usual definition for matching value between a pair of items is that the summa-

tion of matching value and distance value should sum up to one. That is gm(i, j) + d(i, j) = 1.

Therefore, the matching value for R2 is

fm(Pu, R2) =
1

4
(gm(i1, i2) + gm(i6, i2) + gm(i1, i4) + gm(i6, i4))

=
1

4
(0.5 + 0.4 + 0.2 + 0.3) = 0.35

The values of fm(R) and fD(R) for each candidate set are shown in Table 3.2.

Based on the result from Table 3.2, the conventional collaborative filtering algorithm is going
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to select R1 to be the recommended list, as this set has the highest matching value. From this

on, the diversity performance for other candidate sets will be computed and compared with this

baseline set. The diversity performance is defined to be the ratio between the diversity difference

and accuracy difference, for example, the diversity performance for R2 is

Θ(R2) = − (fD(R2)− fD(R1))/fD(R1)

(fm(R2)− fm(R1))/fm(R1)
= −(0.35− 0.41)/0.41

(0.75− 0.6)/0.6
= 1.71

One approach for increasing diversity in the recommended list is to select the candidate set that

has the highest diversity value, which in case is R6. However, the diversity performance for this

candidate set is not the highest. In terms of selecting the recommended list based on diversity

performance value, candidate set R2 will be selected since it has the highest diversity improvement.

It is clear from this example that the recommended list selected by the proposed optimization

strategies will not always have the best accuracy value. However, in order to select the strategy

that truly matches with user’s past behavior, the prior knowledge of Lu is required, which is not

available in practice. This is the reason why recommendation systems are built to predict the best

subset of items that the users may find satisfied.

3.8 Diverse Recommendation Lists

The initial recommendation is obtained from G. Karypis’s Collaborative Filtering algorithm.

As the result from the algorithm, the items are already ranked based on their similarity to user

profile. In order to produce recommended lists that are diverse and also similar to user profile,

the strategies introduced in Chapter 3 are applied to the candidate set of items C obtained from

the initial recommendation. Then, the k-means clustering algorithm is performed on the candidate

set C to form set of clustered candidate L, which has size |L| = p. Then, the proposed Diversity

Enhancing Weighted Selection algorithm is applied to select N items from the clusters L. The

optimal cluster size p is the one associated with highest diversity performance in the recommenda-

tions. Since the time complexity of the Diversity Enhancing Weighted Selection algorithm highly



22

depends on the size of the cluster it needs to form, it can be desirable to limit the candidate set to a

tractable size. In the experiments on collaborative filtering systems, the size of C is upper bounded

by |C| ≤ N2.

3.9 Model Performance Evaluation

Precision and recall are widely used in the field of information retrieval to evaluate system

accuracy. Let Tu denote the the items that are known to be relevant to the user query and Ru

denote the recommended list of items for user u from the recommender system. B.Sarwar et al.

proposed the precision and recall metrics in the context of recommendation systems [20] to be:

Precision =
|Tu ∩Ru|
|Ru|

=
|Tu ∩Ru|

N
(3.8)

Recall =
|Tu ∩Ru|
|Tu|

(3.9)

• Tu : Set of items that are known to be relevant to the user query

•Ru : Set of items obtained from the recommendation system

•N : Number of recommendations that the users receive

• | · | : Cardinality of a set

Precision metric measures the fraction of all recommended items that are relevant; while recall

metric measures the fraction of all relevant items that are recommended. The precision metric

decreases when the size of recommendations increases; while the recall metric increases when

the size of recommendations decreases. Even though the system performance can be measured

by these two metrics, they often cannot determine if one recommendation system is superior to

another. For example, if one recommendation system has higher precision metric but lower recall

metric than other, it is unfair to conclude that the one with higher precision is superior. There-
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fore, F1 score is introduced to determine which recommendation system provides more accurate

recommendations to user. F1 score is defined to be

F1 = 2× Precision× Recall
Precision + Recall

(3.10)

The F1 is the harmonic mean of the precision and recall metrics, and it can take value between 0

and 1. The recommendation system associated with higher F1 score is more accurate.
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Chapter 4

Evaluation

In the evaluation of collaborative filtering recommender systems, the following three retrieval

strategies are examined as baselines. The first retrieval strategy, denoted as RR, is to randomly

select a list of N items from C with equal probability. The second retrieval strategy, denoted as

SR, is proposed by G. Karypis et al. [7], which selects a list of N items from C that have the

highest similarity metric. The third retrieval strategy, denoted as GR, is the greedy optimization

algorithm proposed by N. Hurley et al. [4], which selects a list of N items one at a time based on

the greedy metric. The Diversity Enhancing Weighted Selection algorithm proposed in this thesis

is denoted as DEWS.

4.1 Dataset

The dataset used in this thesis is crawled by McAuley et al. [21, 22] from Amazon.com,

whose characteristics are shown in Table 4.1. The authors collected this data in order to perform

a breadth-first search on the user-product-review graph until termination, meaning that the dataset
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Category Users Items Reviews Edges
Men’s Clothing 1.25M 371K 8.20M 8.22M
Women’s Clothing 1.82M 838K 14.5M 17.5M
Music 1.13M 557K 6.40M 7.98M
Movies 2.11M 208K 6.17M 4.96M
Electronics 4.25M 498K 11.4M 7.87M
Books 8.20M 2.37M 25.9M 50.0M
All 21.0M 9.35M 144M 237M

Table 4.1: Dataset statistics for a selection of categories on Amazon.

is a fairly comprehensive collection of English language product data. According to the authors,

duplicate items have been removed [21, 22]. For each category, the users dataset contains all

the users that have purchased items in this category, the items dataset contains all the items that

were bought or viewed by any user in the users dataset, the reviews dataset contains the textual

review and the rating value up to 5 that the user gives to a particular product, and the edges dataset

contains the item relationship within or across the categories. As suggested in Section 3, the item

relationships are treated as a graph. Denote G = (V,E) to be finite undirected graph for the item

relationships. The set V contains the vertices in the graph, in this case, the set I of all products in

Amazon dataset. The set E is the set of all edges in the graph. The edge between two products

is identified if they are brought together or viewed together. Hence, the item distance function

for product i and j is defined as the graph distanced d(i, j)between vertices i and j in G, in other

words, the minimum length of the paths connecting them. If no such path exists (i.e., if the vertices

lie in different connected components), then the distance is set equal to∞.

4.2 Evaluation of DEWS Algorithm

In section 3.5, diversity enhancing weighted selection algorithm is explained. The system

performance of this algorithm is examined on the Amazon dataset. In this evaluation, the size

of the final recommended list R is set to be |R| = 20. Therefore, there are |R|2 = 400 products

extracted from the candidate set C obtained from G. Karypis’s SUGGEST Collaborative Filtering
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algorithm. Then, the k-means clustering algorithm is applied on the extracted set of products with

different cluster size k. Finally, the Diversity Enhancing Weighted Selection algorithm is applied

on the clusters formed by k-means algorithm.

For a given value of p, a recommended list R is generated as follows. The Amazon dataset

is divided into a training database YT and validation database YV in a 80:20 ratio. The item dis-

tance matrix D will be obtained from G. Karypis’s algorithm on the training dataset YT . The item

distance matrix D is trained using the cosine similarity metric. Then, a user is selected at random

from the validation dataset YV . Next, an initial recommended list with size 20 – the top 20 products

that have the highest similarity value – is generated from the candidate set C using the G. Karypis’s

SUGGEST recommendation algorithm. From this point, RR , GR, and DEWS are applied on

the candidate set C. RR algorithm randomly selects a list of 20 products from candidate set C with

equal probability for each product. GR algorithm selects a list of 20 products from candidate set

C one by one based on the greedy metric. DEWS algorithm is applied in the following strategy.

First, k-means clustering algorithm is applied to form p clusters on the candidate set C to obtain

the set of cluster candidate L. Finally, a recommendation list R′ is generated by DEWS algo-

rithm. The diversity and the matching value of R′ are calculated, and the corresponding diversity

performance is also calculated. Along with the process, the dataset was re-split into YT and YV in

total of 5 times, and each time, the desired metrics are evaluated for 1000 different random users.

In order to measure the sensitivity of diversity on accuracy in the recommendations, the process

was simulated with different values of p – the number of cluster formed. The average diversity

and similarity of all the sets R′ with respect to p are presented in Figure 4.1 and Figure 4.2. The

average diversity improvement measurement is presented in Figure 4.3.

It’s clear from Figure 4.1 and Figure 4.2 that the diversity in the recommendation list is in-

creased for RR, GR, and DEWS; the similarity in the recommendation list is decreased for RR,

GR, and DEWS. From Figure 4.1 and Figure 4.2, the diversity in R generated by DEWS starts

off with the same value as the one generated by SR, then increases and converges as the number

of clusters formed increases; while the similarity in R generated by DEWS starts off with the
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Figure 4.1: Mean diversity of the recommended set with respect to the number of clusters at
N = 20.

Figure 4.2: Mean similarity of the recommended set with respect to the number of clusters at
N = 20.

same value as the one generated by SR, then decreases and converges as the number of clusters

formed increases. For sanity check, the DEWS should obtain the same recommended list as SR,

since each rank is multiplied by the same penalty value each time, therefore the ranking of the

products is preserved. The increasing and decreasing behavior in the solutions are expected as we

discussed this behavior in Section 3. The red horizontal line in Figure 4.3 represents the cut off

condition discussed in Section 3, where the recommendation system generates poor recommenda-

tions. It’s noteworthy that there exists increasing pattern in the density improvement from Figure

4.3 and it has maximum value occurred at p = 8. Even though the diversity difference at p = 8 for
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Figure 4.3: Mean diversity improvement of the recommended set with respect to the number of
clusters at N = 20.

DEWS is smaller than other two diversity enhancing algorithm, the similarity difference at p = 8

for DEWS is also smaller than other two diversity enhancing algorithm. The accuracy of these

algorithm is compared in the later analysis.

The sensitivity of number of clusters on diversity in the recommendation is evaluated again at

N = 10, in other words, the recommender system recommends a list of 10 products to the user.

The corresponding results for mean diversity, mean similarity, and mean diversity improvement

are shown in Figure 4.4, Figure 4.5, and Figure 4.6. In the case of recommending 10 products

Figure 4.4: Mean diversity of the recommended set with respect to the number of clusters at
N = 10.

to the user, the expected behavior is observed in the figures; however, the number of cluster that
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Figure 4.5: Mean similarity of the recommended set with respect to the number of clusters at
N = 10.

Figure 4.6: Mean diversity improvement of the recommended set with respect to the number of
clusters at N = 10.

maximizes the diversity performance measurement becomes p = 5. From Figure 4.6, the diversity

performance measurement is close to 0 when the cluster size is small. The behavior is expected

since the 10 products associates with the highest similarity metric with the user query are relevant

to each other, as discussed in Section 3.6. Hence, there is no general rule of thumb to decide the

cluster size for a particular N – the size of the recommendation list. In order to find the cluster size

that maximizes the trade-off between diversity and improvement, one must explore all possible

cluster sizes.

From the above evaluations, it’s clear that choosing different cluster size p for DEWS al-
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gorithm can sometimes impact on the matching precision of the recommendation. This suggests

that some extra criteria to decide the cluster size p is necessary. This will be an avenue for future

research.

4.3 Precision Analysis

The diversity increase in the recommendations has been shown in the last section. In the sec-

tion, the precision analysis is carried out to measure the system perform of proposed algorithm in

terms of precision. The system accuracy performance is measured by precision and recall metrics

over all test users. Precision metric evaluates the fraction of all recommended items that are rele-

vant, in other words, the fraction of products in the recommendations that were indeed purchased

by a test user. The recall metric evaluates the fraction of all relevant items that were recommended,

in other words, the fraction of products in a test user’s purchase history that were included in

the recommendations. N. Hurley et al. have examined the system accuracy performance when

adopting the RR algorithm [4]. They showed that the random strategy RR failed to show good

performance in system accuracy. Diversification of the recommendations only makes sense when

it is considered in conjunction with maintaining reasonable matching quality. Hence, the system

accuracy performance for RR algorithm is not further examined. In Figure 4.7, the recall metric is

plotted against different size of recommendations. For each recommendations size N , the recom-

mendations are obtained from SR, GR,and DEWS algorithm. The recommendations obtained

from DEWS algorithm is the one that has the highest diversity performance measurement that

is defined in Section 3.6. It is clear from Figure 4.7 that the recall metric for DEWS algorithm

is larger than the ones for SR and GR algorithm when N ≥ 2. That is, the recommendations

obtained from proposed algorithm contain more relevant items to the users. Even though the re-

call metric for GR algorithm is higher than the one for DEWS at N = 1, it is not reasonable

to recommend 1 product for users and the difference between these two value is relatively small.

Additionally, the precision metric is plotted against different size of recommendations in Figure
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4.8. It is clear from Figure 4.8 that the precision metric for DEWS algorithm is larger than the

ones for SR and GR algorithm when N ≥ 2. Even though the precision metric for GR algorithm

is higher than the one for DEWS at N = 1, it is not reasonable to recommend 1 product for

users and the difference between these two value is relatively small. The system accuracy perfor-

mance is further examined by F1 score. It’s clear from Figure 4.9 that the F1 score is larger than

the ones when N ≥ 2. This is consistent with the result generated from the precision and recall

metrics. Even though GR obtains higher F1 score when N = 1, it’s not reasonable and sometime

time-consuming to recommend one product to user. Therefore, the proposed DEWS algorithm

increases the diversity in the recommendations and performs better in accuracy than SR and GR

algorithms.

Figure 4.7: Recall metric with respect to the size of recommendations
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Figure 4.8: Precision metric with respect to the size of recommendations

Figure 4.9: F1 score with respect to the size of recommendations
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Chapter 5

Conclusion

This thesis has shown that measuring the performance of recommendation systems solely on

accuracy is not sufficient. Users will be more satisfied if the recommendations contains rele-

vant and diverse items. While previous studies have tackled issue on increasing diversity in the

recommendations, this thesis proposes an algorithm, which not only increases diversity in the

recommendations but also captures the sensitivity of diversity on matching value in the recom-

mendations. The proposed Diversity Enhancing Weighted Selection algorithm is examined with

the diversity in the recommendations and the precision recall metrics. The proposed algorithm

substantially improvements in both diversity and accuracy, as compared to the recommendation

re-ranking approaches, which have been introduced in prior literature for the purpose of diversity

improvement. In this thesis, the models for retrieving novel items in collaborative filtering recom-

mender systems are discussed. Diversity Enhancing Weighted Selection algorithm that allows to

recommend novel but relevant items have been introduced. The proposed algorithm is compared

with existing algorithms and obtains a better diversity performance measure. It is worth noting

that proposed Diversity Enhancing Weighted Selection algorithm may be applied to the output of
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any recommendation algorithm including user-based or model-based Collaborative Filtering algo-

rithms. Moreover, the sensitivity of cluster size on diversity in recommendations is evaluated by

the diversity performance with respect to the number of clusters that formed during the process.

The results have shown that the cluster size p is critical to obtaining the best diversity performance

measure. The limitation in this thesis is that in order to find the best trade-off between accuracy and

diversity, the diversity performance metric must be measured for different cluster size. In practi-

cal, this can be time consuming. Instead of using k-means clustering to form the clusters, one may

adopt hierarchical clustering algorithm, which incorporates different cluster sizes automatically in

the algorithm itself. However, since most of the hierarchical clustering algorithms is quadratic with

respect to the data size (i.e. the time complexity is O(n2)), while k-means clustering algorithm is

linear in the number of data objects (i.e. the time complexity is O(n)). It is suggested to use

k-means clustering algorithm in practice. The sensitiveness of the cluster size p on the diversity

performance measure and evaluation time will be examined in the future research.
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Education B.S. in Computer Science, Pennsylvania State University Graduation: May, 2017
Schreyer Honor Student
B.S. in Mathematics, Pennsylvania State University Graduation: May, 2017
Concentrations in System Analysis Option
B.S. in Applied Statistics, Pennsylvania State University Graduation: May, 2017

Certifications Mathematical Contest In Modeling - Successful Participant April, 2016
edX Verified Certificate for Introduction to Big Data with Apache Spark July, 2015
edX Verified Certificate for Scalable Machine Learning August, 2015

Publications Parallel Entity Resolution with Apache Spark Summer, 2016
• (In Review) International Journal of Grid and Distributed Computing

Projects MarkPy, v1.1 on Mac App Store July, 2016 - Present
• A lightweight IDE for Python scripting, which also supports user installed Python

packages, such as NumPy, Matplotlib, SciPy.
• Downloads: 729

witness-syntax, v1.0.2 on apm July, 2016 - Present
• An Atom syntax theme inspired by The Witness.
• Downloads: 57

Experience Undergraduate Researcher, D.A.T.A Lab Spring, 2016 - Present
• Mainly focus on social media data mining and textual mining.
• Currently working on online marketing data mining.

Research Assistant Internship, Institute of CyberScience Fall, 2015 - Present
• Managing Apache Hadoop and Spark server on campus
• Helping university professors resolve technical issues while

using Apache Hadoop and related data analysis software

DuckDuckHack Contributor, DuckDuckGo October, 2015 - Present
• Created Instant Answer for DuckDuckGo to display prime

numbers between range of numbers given by users.

Software Developer, Team BeepBeep, STATEWARE, Penn State Fall, 2015
• Created a traffic system builder and simulator in Unity
• Implemented road system and vehicle interaction

Sofware Engineer Internship, Shanghai Software Centre of China Summer, 2015
• Researched in Big Data Analysis using Apache Spark
• Performed Text Analysis and Entity Resolution on Amazon

and Google products database
• Implemented TF-IDF algorithm, clustering algorithm, and other

machine algorithm using Apache Spark and Apache Hadoop

Academic
Honors

Dean’s List of Distinguished Students Fall 2013 - Present
Accepted in Schreyer Honor College in Penn State Summer 2015 - Present



Technical
Skills

Programming Languages: C, C++, Java, Python, R, SQL, C#, Scheme,
JavaScript, Scala, Swift, Objective-C

Tools & Technologies: Apache Spark, Apache Pig, Apache Hadoop,
Apache Tomcat, Minitab, Unity, Matlab

Databases: MySQL, MongoDB


