THE PENNSYLVANIA STATE UNIVERSITY
SCHREYER HONORS COLLEGE

DEPARTMENT OF INDUSTRIAL AND MANUFACTURING ENGINEERING

THREEDIMENSIONAL MODEL RECONSTRUCTION FROMMAGES USING POSITION
TRACKING AND STRUCTURE FROM MOTION

BENJAMIN JACQUES SATTLER
Spring2017

A thesis
submitted in partial fulfillment
of the requirements
for a baccalaureate degree
in Mechanical Engineering
with honors inindustrial Engineering

Reviewed and approved* by the following:

Saurabh Basu
Assistant Professor of Indtrial and Manufacturing Engineering
Thesis Supervisor

Catherine Harmonosky
Assistant Professor of Industrial and Manufacturing Engineering
Honors Advisor

* Signatures are on file in the Schreyer Honors College.



ABSTRACT

Currently, reverse enginaeg techniques require a combination of laser scanners,
coordinate measuring systems, and human interaction to generate usable files. All of these
methods are bottost prohibitiveand require many hours to complef@e end result is a three
dimensional rodel with varying degrees of accuracy. Recreating timeensional models is
extremely beneficial in cases where the original mastufar is no longer in businessif the
part was manufactured prior to modern thdeaensional modeling techniques.

Thisthesis investigates the accuracy of model generation using photogrammetry
algorithms. A digital singldens (DSLR) camera or a camera foundaanodern cell phonare
used to keep the cost and barrier to entry low. Initial work completed compared treepotu
off-the-shelf software before moving on to customized algorithms. New methods combine
position tracking from an inertial measurement system (IMU) alongside Structure from Motion
(SfM) techniques to create accurate thde@eensional models

The twosoftware packages evaluated are PhotoModeler made by EoS Systems Inc. and Remake
made by AutoDesk. Three objects, each presenting different challenges to the photogrammetric method,

are used to conclude which software package is more accurate. On akkstseRemake was the most

accurate, at best achieving toIerancesgg gJ %% and at worst Do Lpd?d. After conducting tests

Wy P8I T

on a newly created SfM algorithm written in MathW

was cé&ulated to be 76.3 mm.
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Chapter 1

Introduction

Reconstructing computerized three dimensionadlels is one partf eeverse engineering a
productand can be needed for many different reasons. However, this process is often difficult and
expensive, requiring special equipment suglaser scanners and coordinate measuring machines as well
as specilized personneln addition, completing model reconstruction is a time intensive prosess
techniques, such as photogrammgding emerging to replace traditional reverse engineering metods.
comparison of photogrammetry and laser scanning can hars€ablel. Photogrammetry uses
overlapping images and vision procesdimgreate threedimensional scene reconstructidnh.

Traditionally, photogrammetry uses aerial photographmdp large areas such as agriculture fields,
stadiumsarchitectureand mineg2]. An example of this can be seerFigurel. The bluedotsrepresent
each camera positiomhe goals of this workncludeevaluating the accuracy of currgmbducts available

as well as methods for improvement by tracking the position ofigste.

Figure 1: An example of photogrammetry using aerial photography. The blue points are camera lotans.



Table 1: A comparison of photogrammetry and laser scanningrovided from Barsanti [3].

Photogrammetry Laser Scanner
(Image-Based modeling) (RangeBased modeling)
Characteristics
Cost of themstruments (HW and SW| Low High
Manageability/Portability Excellent Sufficient
Time of data acquisition Quite short High
Time for modeling Quite short, experience required Often long
3D information To be derived Direct
Di stanceds depen/|lIndependen Dependent
Di mensi onbs depe|Independent Dependent
Materi al 6s depen(Almostindependent Dependent
Geometryds depen|Dependent Almost/totally independen
Textureds depend,|Dependent Independent
Scale Absent Implicit (1:1)
Data volume Dependent on the images resolution an Dense point cloud
on the measurements
Detail 8s model i n| Goodl/excellent Generally excellent
Texture Included Absent/Low resolution
Edges Excellent Quite problematic
Statistics From each calculated point Global
Open-source software Some A few

As photogrammetry has previously been used to model large objects, with a scale of many
meters the accuracy of these methods on small industrial parts, on the scetginfetersis being
evaluated. This process is knows\@doserange photogrammetrfwo different software packages, Eos
SystemdPhotoModeleand Autodesk Remake, wite evaluated. Eos Systems Photaldler is designed
and recommended for use in architectural, accident scene, and archeological image cgcoféjru
Autodesk Remake is marketed for similar archeological purposes, but also for creating prototypes and
preparing models for additive manufactur{b} A variety of objects of known dimensis will be used
to evaluate the accuracy of both software packages. Once understood, techniques will be evaluated to test
potential improvements.

While the exact technique used by Eos Systems and Autodasipigetaryinformation,
structure from motioSfM) is one of the most commonly employeghniques in the past 15 ye&os
scene reconstructid6]. As such, this method is utilized in this thesis and will be the basis for iteration.

SfM useghe images to calculate thanslation and rotation of one camera to another by computing the
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fundamental matrixThe fundamental matriselates the points in two images using epipolar geometry, as
explained inChapter 3This method of calculating therfidamental matrix to find camera position was
pioneered by L uo[fl.0While this mdthed warksdvellfd® @l@udating the rotation of
the cameras, translation can only be calculated with a scaling factor. tiisoroto compute the
translation vector with a length of one to facilitate post process s¢8Jin§the position of the relative
camera position is known, the result of 8 algorithm will not need to be scaled. This slibmcrease
the accuracys there is no need for user input on the final results, thus reducing the chances of human

error.None of the software tested included this capability, and thus a new algorithm was created.



Chapter 2

Evaluation of Current Technology

To accurately evaluate both Photolieler and Remaka,consistent hardware and environmental
setup were used. A single camera, with a set focal leagénture and 1SO, in &tudiolit environment
was used to take all pictures of all objedtstee differehobjects were selected to be modeled, each
attempting to capture different typetschallenges. The first object wag@.2 millimeter (mmYxube,
selected to test the accuracy of hard edges as well as to present a baseline. The second object was similar
to the first, but contained depth information. This was achieved by machining conics and semicircles into
the faces of &6.2 mmcube. Due to the added cuts and overhathgspossibility of shadows greatly
increased which often presents challenges toatenstructiomprocess of photogrammetf8]. The third
object selected contained complex curves in addition to depth information and sharp edges. This was
selected to test the accuracy of reconstruction of objects with mainistraight edge featuresll three
objects were machined to withid5. mmof the original design, as measured by a coordinate measuring
machine Figure2 shows the three objects being used for this th&sisonpare the results, all output
models were compared to the true model. From this comparison, a tolerance was calculated. This method
was selected as tolerancing parts is common in industry and often drives the manufacturing process used

to create the product



Figure 2: The three machined objects used for closenge testing

Camera Parameters

The camera chosen for this project was a Cannon EOS 6D DSlikedd 100 mm focal length
lenswas used along with an aperture set to f/3Pt@& shutter speed was 1/10 second and an I1SO of 3200.
The EOS 6D has a resolution of 20.2 megapixels and 35 mm, full frame image sensor. These camera
parameters were selected based on previousspeblistudieas well as théghting in the roon{9].

Due to the ability to capture sharp images in relatively small working spaces, the macro lens was
chosenThe highest accura@f photogrammetrgan be achieved when-B80% of the image pixels are
of the desired obje¢10]. A macro lens allows more of the image to be of the desired object, and has the
effect of being 0 zhetxeddatal length was chosénfaga-nuobirjgécat . T
length is one of the assumptions made in taoliegensioml scene reconstruction algorithms, which will

be discussed in further detail@Ghapter 3Camera Calibration



Data Collection

To decrease any variance between imagesjdio was used in an effort to create even and
smoothlighting. In addition, the objects were placed on a plain, uniform color background. This
environment produces the best results as it decreases shadows andsitiezeaserast between the

desired bject and the backgrourjfl]. Both the lighting and background can be sedFigure3.

Figure 3: Studio setup, eliminating shadows and producing even lighting

To keep condions as consistent as possible from object to object, the object remainethsyatio
at the center of the setapd the camera was mounted to a tripod. A delay was used on the shutter, so the
act of pressing the button to capture the picture would neecébrations and thus blurriness in the
image. Two concentric circles were drawn on the ground, the outer circle being for the single back tripod
leg and the inner circle being for the front two tripod |égs. each object, a total of 128 images were
capured. The circle was divided inB2 evenly spaced sections, with a picture being taken every 11.25
degrees. A circumferential path of pictures was taken at 4 different heights, corresponding to the total of
128 images. Based off testing Bghrouzi andesearchers at the University of Arkangag line of sight
to the camera should be no more than 60 ded@€2]. As such, the four passes were made at 60
degrees, 40 degrees, 20 degreand 0 egrees respectivelfpue to the variance in object size and vertical
location of the camera, the distance from the lens of the camera to the object randgRitiy@6

centimetersThe position of the camera and the tripod can beiseeigure4.



Figure4: The position of the camera where @ is the angle
wher e aconstant 1tl.B5éangle betweereach image

In addition to the setupf the camera, the objedtso needed preparation. Photogrammetry uses
vision processing and feature tracking, discussed in further de@ilaipter 3which needs unique
features to track across images. Highly reflectivegogsy surfacesalso known as nehambertian
surfacesdo not allow for easy feature tracking and produce poor rgdafswhile methodsdr image
reconstruction on nehambertian surfaces are an area of researcle thi¢srot be considered for the
scope of thighesis.As the objects being used started as polished aluminum, addiagexoating was
necessary to create a Lambertian surface. This was achieved by simply coating each object with a thin
layer ofa baby powerA chalk spray was also tested, but the baby powder was ultimatelyesatieet to
better resultdessexpenseandease of sourcing

The final component in this setup is a measuring device. The ruler is included for post processing
the data. As stated Chapter 1the results of the scene reconstruction algorithm are not scaled and a
known distance must be included for the final model to produce metric results. As the purpose of this
section of the thesis is to test the aacy of the final object size, it would be biased to sttaenodel

based & the known dimensions of the object itself.

be



Software Used and Steps Taken

While PhotoModeler and Remake were the main software packages being tested, ultimately
additional softwee was needed to generate point cloaslsvell as compare resulBach software
packageequired slightly different processes, which are explained in the following se&ibnsn-open
source software was purchadgdthe Department of Industrial and M#dacturing Engineering at The

Pennsylvania State University.

PhotoModeler

Unlike Remake, PhotoModeleequestshe camera being used to be calibraféds is not
required, but highly recommended by EoS Systéfttsle not specificallystatedby EoS Systes this
step is needed to calculate the internal parameters of the camera. Internal parameters include image sensor
size, lens focal length, as well as distortion characteristics: in total, thek® an&known variables that
need to be solveld2]. Camera calibration will be discussed furthe€Cmapter 3Camera Calibratian
PhotoModeler provides a printable calibration tafgethe user as well as a buiitt calibration
algorithm.

Once the camera has been calibrapdatographing eacbbject can begin. Upon uploading the
images, the software analyzes each picture, differentiating between the object and the background. After
doing this for each image, features between each imageatcbed and then triangulation can begin. The
process of triangulation and generation tfir@edimensionamo d e | occurs entirely on
computerFor the processg of the 128 photos used for this research, a minimum of 8 gigattyB)sof
randomaccess memory (RAMyas needebut 16 GB is recommend¢ti3].

The results require post processing as well. After triangulation, there is typically still some of the

background that needs to be removidbtoModeler hapoint doud as well as mesh editing tools,
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all owing the user to remove the background. The
the user to define a bottom plane and create asolidbodyd t he | ack of a fAhol e f
user to quickly remove holes. As mentioned previously, the original result is scaled, and has no units. The
user must define two points in the model and provide a distAncexample of an unmodified output

from PhotoModeler can be seerFigureb.

Figure 5: An unmodified output from PhotoModeler. This 3D object has no scale, and the background has not yet been
removed

Remake

While similar to PhotoModeldén many waysRemake does noéquest calibraton file. This
feature alone greatly increases thsesof use for this software but increases the processing\ohe
having a calibrated camera does come at a cost, and that comes at computation expense. Remake requires
at least 64 GB of RAM and Autodesdicommends 128 GB of RANhaking this software not feasible
for currentlaptop technology, and even masisktop computefd.4].

To mitigate theequirement for such large amounts of RAM, Autodesk provides cloud computing
sewices. While this provides a solution for one problem, it also presents new issues as well. The largest
advantage the cloud computing option has is freeing up the local machine for other tasks. In addition, this
feature lowers the cost for a usend compters with less RAM are typically less expensive. However,

using the cloud also presents an uncontrollable variable for the user. Once a project is uploaded, the

b
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project is added to a queto be processed. While this can be monitored within the proghanuser has
no control as to if the project is actively being solved. For all the uses in the project, this downside
provided no hindrance as no project took longer than 4 hours to Aolexample of the results from
Remake can be seenkigure6.

Once triangulation is complete and the file is on the local machine, the mesh can be manipulated
manually. Similar to PhotoModeldrasic mesh removal tools exist to facilitate background removal.
Remake does haveelal fafsi la ffhecalteu rfeiol lacs fweat ur e, maki

easy. As will all reconstruction algorithms, the image has no scale, and this must be entered manually.

Figure 6: An unmodified output from Remake. This 3D objecthas no scale, and the background has not yet
been removed.

The final oaput from Remake is stereolithography (STL) file. While this file is beneficial for
computer aided design (CAD) programs and additive manufacturing, it is difficult to evaluastthe. r

Conversion of the STL is discussed in the next section.
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Point Cloud generation

In order to compare the results from PhotoModeler and Remake, a point cloud was deemed to be
the most effective way. The process of comparing the results file to gmtimds discussed in the next
section.

PhotoModeler generates both a point cloud and an STIWitéle simply using the point cloud
file would be ideal, further mesh refinement beyond the capabilities of the softasrequired. The
most important adtion was a closeout layer on the bottom of the STL. This was donearsiqgn
source, mesh editing softwatdeshLab Care was taken to change the rest of the mesh as little as
possible, to have as close to no effect on tharacy of the original fileMeshlab is able to save files as
both STLs as well as point clouds. This software was used to save the output of PhotoModeler as a point
cloud after modifications were madeven though no modifications were needebdanade outside of
Remake Meshlab wa still used. The results file from Remake was simply opened and then saved as a
point cloud.lt is important to note that all scaling was done in the original software, either PhotoModeler

or Remake.

Comparing to Ground Truth

The first step in analyzindné output of the two software packages evaluated is creating a ground
truth. As the objects were relatlyesimple, CAD files were made (for the object with complex curves,
this was required for machining) and saved as STL files. Using thesoperesofiware CloudCompare,
point clouds can be compared to an STIL file by using point cloud registries. The output of the point
cloud registry process is a data point corresponding to each location in the point cloud with distance

information to the ground trut8TL file.
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Using the output of the point cloud registry, maximum, minimangaverage variance were
calculated. In addition, histograms were plotted along with calculations of standard deviations. All of this
data was compared across the three objectframdooth PhotoModeler and Remake to evaluate

accuracy.

Results

In addition to the accuracy computed through point cloud registries, STL quality was also
evaluatedSTL quality was evaluated by comparing the number of holes in the generated mesh, the
numbe of inverted triangles, the number of overlapping triangles, the number of bad edges, and the
number of intersecting triangles.

While there is some varianaethe results, Autodesk Remake was the most accurate in every
case when looking d@he point claud compared to ground truth. When comparing the quality of the STL
mesh, Remake always had lesdesand fewer overlapping triangles. For the two cubes, Remake had
fewer inverted triangles and fewer bad eddes performed worse on the third object withmplex
curves. PhotoModeler had less intersectifangles in all cases. This is most likely due to thg the

different software programs added the bottom of the mddéle2 shows the full results.

Table 2: Results for all three objects in both PhotoModeler and Remake

Software PhotoModeler Remake
Object 1 Object2 Object3 Object1 Object2 Object3
Number of Planar Holes 0 1 0 0 0 0
STL/Point Number of Inverted Triangles 0 342 0 0 0 56
Cloud Number of Overlappingriangles 384 1960 775 358 125 569
Number of Bad Edges 0 768 3 0 68 30
Intersecting Triangles 328 476 155 999 1332 1488
Max PosVariance (nm) 2.6314 2.6010 1.7678 0.6833 1.3589 1.6688
Computer Max NegVariance { mm) 1.9126 2.3368 2.6594 1.2598 1.1354 1.0084
Comparison Average Variancenim) 0.1600 0.1168 0.0076 -0.1219 -0.0229 -0.0635

Standard Deviatiomngm) 0.2235 0.2743 0.3429 0.3404 0.1981 0.3226
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It is surprising that both PhotoModeler and Remake performed the andtst object
selected to be the baseliwlen comparing average varianeesl maximum positive variance
However, the results are quite varied if standard devigioompared. Ultimate|yn
manufacturing the overall tolerance of a part is @iitbe modg critical pieces ofinformation. As

such, the minimum and maximum were used to create tolerance wirfemvesbject 1, Remake

was the most accurate, with a tolerance (gfg’ f 293?' Remake also held a tighter tolerance on

object 2 at PS
: o

RemakeThese results provide a baseline so a decision can be made if the photogrammetry

V4% The tighter tolerance for object 3, oP® @ WUy \yas also achieved by
ouT parm Yt

process is suitable for different tolerancing applicatidngisual reoresentation of the results
can be seem Figure7 andFigure9. Figure8 andFigure10 show the histograms of the deviations

of themodels createtly photogrammetry compared to ground truth
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Chapter 3

Improvements with Position Data

Now that thebaseline from two photegmmetry software packages is complete, efforts to
improve the accuracy can be made. In order to do this, a complete understanding of the Sfm algorithm is
needed. This begins with understanding the camera model and camera calibration. The correcsion factor
computed in the calibration step feed into SfM. Once this is mastered, position data is included to
improve accuracyThis step is critical as it takes human input out of the equation, the largest source of

error. This technique is the basis of steremesaas and has not been applied to a monocular set of images.

Camera Calibration

In order to calibrate a camera, it is important to first understand the model of a camera. One of the
simplest and most common models is known as théglie camera model. Then-hole camera assumes
a small hole in a plane that the rays of an image pass through to create an inverse image on the opposing
side. The pin hole of the model corresponds to the lens of the camera, and the image plane is the sensor
chip. If the focal pint is a known value anitie distance to the image plane is knothena three
dimensional world point P{XYZ]can be described as a tdionensional image point p{x y}. This
concept is depicted iRigure11. To solve for the codlinates for p{x y}, the following equations can be

used:
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wheref is the focal length of the camera and¥X,andZ are the world coordinate points. Fréiigurell
there are two key lessons. The firsthsre are an infinite amount of points world poinf§¥Z} that
correspond to image point p, as long as it falls along the ray displayed Thigeill become important
in Chapter 3Structure from Motion with Unknown Positiohhe second ithat in real life the point pgx
y} is a single pixel on a sensor chip and to increase light there isia kenst of the image plane, or the

sensor chipThis lens is not perfect and distorts the image, requiring correction fdt&jrs.

P=(X,Y,Z)

[\

Figure 11: Pin-hole camera model relating world point RXYZ} to image point gx y}. Image sourced from[12].

Typically, a camera is described with two matrices; theirmKtto describe the camera
parameters of focus, the height of each pixel, the width of each pixel, andyhpdint where axis z
crosses the image plaras well agthe matrix, to describe the pose of the camera. The pose is fully
defined by six variables corresponding to the translation and orientation of the dathiéedn theory
these 11 variables are known, in practice they are unknowto daeations in manufacturg standards
Solving for these 11 variables comprise® step of theamera calibrationThe matrix K is depicted

below:
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Wheref is the focal length, pis the width of each pixelnfis the heightf each pixel, siland \ represent
the point where axis.zrosses the image plarj#2] To correlate the image plane to a pixel array and to

calculate the giand y values:

Whereu and v correspond to the pixel position that relate the sansty position to the poini{yy} on
the image plang12]

The second step is calculating distortibistortion is seen in two main ways, tangential and
radial. A tangential distortion causes the image to shift off center while radial distortion causes points to
shift along radial linesriginating atthe {x y} point where axis zcrosses the image plane. The radial
distortion usually has a larger effect on theg®. For example, radial distortion is one of¢cbenmon
characteristics of a fisheye lens. Characterizing radial distortimmipleted with three variablesd
tangential distortion with two variableS8omputing these five variables is the second dasamera
calibration.Thedistortiori and can be explained by:

1 6 Qi Qi cMov A1 o
1 VIO I o YR o Bi <0 choo

Where the first matrix represeanthe radial distortion and the second matrix represents the tangential
distortion. The k values are the radial coefficients and the p variables are the tangential coefficients that
need to be determined. Typically, three coefficients are used for red@tion and two coefficients are
used for tangential distortiofiL2]

While camera calibration can be done with a single image containing knowsdihmexesional
data,the process is much easier with multiple known-tirmensonal data images. For the purpose of
this thesis, the MathWorkdATLAB single camera calibration application was used. Numerous images

weretaken ofa calibration checkrboard of known size. The calibrator detects the points of the
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checkerboard and comparthe detected points to where the points should lie. By using multiple images,
the entire calibration matrix cdrecomputed[15]. Figure12 shows an example of a calibration picture

with the cornes of the calibration matrix detected.

Detected points
Checkerboard origin

Figure 122 An example of the calibration board used with the MathWorks camera calibration apfication.

Structure from Motion with Unknown Position

The basic premise of SfM is using a setro@ges to corrate points in the image framéxpy} to
the world coordinateB{XYZ}. As was depicted inFigurell, a single image cannot be used to calizul
a world point, andaminimum of a second image is neededt the purpas of this thesis, using simply
two images will be employed, which will be discussed in further detail later in this sdéttencall the
origin of the first camera {@and the origin of the second cametat@en the intersection of raysfCand
C,P will correlate to a unique world poif@]. This basic concept is seenFigure13. By using this

method for hundreds of points, a point cloud of the world can be generated.
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\/ Right Observation Paint

Figure 13: SfM depiction, with unique points P, and where @ and Or correspond to G and Cz respectively. Image
sourced from[8].

Figurel3also showshe epipoles, epipolar lines, and the epipolar plahes@ three features are
used to identify the pose of the second camera relative to the first. For the purpose of this explanation, the
points p and & correspond to the point label projection poinEFigure13on the left and ght images
respectively. The projection point is where the ral? @nd QP pass through left and right respective
image planes. Ahemost basic level, the epipolar line is the projection of the opposite OP ray. For
example, the epipolar line on the rigmage is the projection of ray ® onto the right image. The
epipolar line on the left image is the projection of rgP@nto the left image. The epipolar line can be
described even further though by looking at the projection poirdag, along withepipoles eand &.

The epipoles are simply the projections of the opposite projection poink iSdhe projection of pon

the right image plane and is the projection pon the left image frame. This means the rayps and

expr are the epipoldines for the left and right images respectively. Finally, the plane createddrO
(which passes through and &) is the epipolar plane. Once all the epipolar features are computed, a 3x3
matrix known as the Fundamental matrix can be calculated. therigundamental matrip,, and g, the

pose and translation of the second camera to the first can be caldulated.

Computing the Fundamental matrix itself is outside the scope of this thesis, but with the help of
prewrittenMATLAB functions the orientation and transpose of the second camera can still be calculated.

The functionestimateFundamentalMatrig used to compute the Fundamental matrix, which is then
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given to the functiomelativeCameraPosalong with the matched iage points and the calibrated camera
matrix, the orientation and transpose of the second camera to the first camera is cdlbblatéalvever,
the scale of the transpose cannot be calculated without further informatiors thiesame basic
principle that makes it impossible to tell if an apparent small object is simply lardaraveay or an
apparent large object is simply small and very close. As such, the transpose vector is calculated with a
length of one, and the irga is not metri¢3].

In order to put all the theory stated above into practice, a basic SfM algorithwrittas. To
keep the method as simple as possible, only two views were used. While including multiple images to
create alenselpoint cloud is feasible, to creaaebaseline reconstructed motles added complexity was
avoided Figurel4to Figure18 shows the output of that algorithFigure 14 showsthe original images
andFigurel5 shows the same imagafer distortion has been removed. Due to the high quality DSLR
being used, there is not a lot of distortion predeigure 16 shows thefirst set ofpointsmatched overtop
of the two images, as well as the direction of point travel. These poirtseagpipolar pointased to
calculate thé=undamental matrixOnce the camera positions are calculated, another set of matched points
are calculaté to create a dense point cloud. Since the camera position has been calculated, the minimum
guality of each detected point can be redu@®ese new points are shownRigurel7. Finally, Figure
18 shows the reconstructed scene thiscasethefront of the cube can be clearly seen, along with the
two positions of theamera when the images were captutedan also be seen from the scale of the axis,
that the face of the cube measures close to Iresquét, which makes sense as this image has not been

scaled in anyvay.
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Original Images

Figure 14: Original images (distorted) used in a two view SfM

Undistorted Images

Figure 15: Undistorted images used for two view SfM



Epipolar Points used to Compute Fundamental Matrix

Figure 16: Epipolar points used to compute the Fundamental matrix

Figure 17: A total of 71,983 points were tracked between the two images
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