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ABSTRACT 

 

Currently, reverse engineering techniques require a combination of laser scanners, 

coordinate measuring systems, and human interaction to generate usable files. All of these 

methods are both cost prohibitive and require many hours to complete. The end result is a three-

dimensional model with varying degrees of accuracy. Recreating three-dimensional models is 

extremely beneficial in cases where the original manufacturer is no longer in business or if the 

part was manufactured prior to modern three-dimensional modeling techniques. 

This thesis investigates the accuracy of model generation using photogrammetry 

algorithms. A digital single-lens (DSLR) camera or a camera found on a modern cell phone are 

used to keep the cost and barrier to entry low. Initial work completed compared the accuracy of 

off-the-shelf software before moving on to customized algorithms. New methods combine 

position tracking from an inertial measurement system (IMU) alongside Structure from Motion 

(SfM) techniques to create accurate three-dimensional models. 

The two software packages evaluated are PhotoModeler made by EoS Systems Inc. and Remake 

made by AutoDesk. Three objects, each presenting different challenges to the photogrammetric method, 

are used to conclude which software package is more accurate. On all three tests, Remake was the most 

accurate, at best achieving tolerances of 
πȢφψσσ
ρȢςυωψ

 άά  and at worst 
ρȢφφψψ
ρȢππψτ

 άά. After conducting tests 

on a newly created SfM algorithm written in MathWorks Incôs. MATLAB, the length of a 76.2 mm cube 

was calculated to be 76.3 mm.  
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Chapter 1  
 

Introduction  

Reconstructing computerized three dimensional models is one part of reverse engineering a 

product and can be needed for many different reasons. However, this process is often difficult and 

expensive, requiring special equipment such as laser scanners and coordinate measuring machines as well 

as specialized personnel. In addition, completing model reconstruction is a time intensive process. New 

techniques, such as photogrammetry, are emerging to replace traditional reverse engineering methods. A 

comparison of photogrammetry and laser scanning can be seen in Table 1.  Photogrammetry uses 

overlapping images and vision processing to create three-dimensional scene reconstruction [1]. 

Traditionally, photogrammetry uses aerial photographs to map large areas such as agriculture fields, 

stadiums, architecture, and mines [2]. An example of this can be seen in Figure 1. The blue dots represent 

each camera position. The goals of this work include evaluating the accuracy of current products available 

as well as methods for improvement by tracking the position of each image. 

 

Figure 1: An example of photogrammetry using aerial photography. The blue points are camera locations. 
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Table 1: A comparison of photogrammetry and laser scanning provided from Barsanti [3]. 

 
Photogrammetry 

(Image-Based modeling) 

Laser Scanner 

(Range-Based modeling) 

Characteristics   

Cost of the instruments (HW and SW) Low High 

Manageability/Portability Excellent Sufficient 

Time of data acquisition Quite short High 

Time for modeling Quite short, experience required Often long 

3D information To be derived Direct 

Distanceôs dependence Independent Dependent 

Dimensionôs dependence Independent Dependent 

Materialôs dependence Almost independent Dependent 

Geometryôs dependence Dependent Almost/totally independent 

Textureôs dependence Dependent Independent 

Scale Absent Implicit (1:1) 

Data volume 
Dependent on the images resolution and 

on the measurements 
Dense point cloud 

Detailôs modeling Good/excellent Generally excellent 

Texture Included Absent/Low resolution 

Edges Excellent Quite problematic 

Statistics From each calculated point Global 

Open-source software Some A few 

 

As photogrammetry has previously been used to model large objects, with a scale of many 

meters, the accuracy of these methods on small industrial parts, on the scale of centimeters, is being 

evaluated. This process is known as close-range photogrammetry. Two different software packages, Eos 

Systems PhotoModeler and Autodesk Remake, will be evaluated. Eos Systems PhotoModeler is designed 

and recommended for use in architectural, accident scene, and archeological image reconstruction [4]. 

Autodesk Remake is marketed for similar archeological purposes, but also for creating prototypes and 

preparing models for additive manufacturing [5]. A variety of objects of known dimensions will be used 

to evaluate the accuracy of both software packages. Once understood, techniques will be evaluated to test 

potential improvements. 

While the exact technique used by Eos Systems and Autodesk is proprietary information, 

structure from motion (SfM) is one of the most commonly employed techniques in the past 15 years for 

scene reconstruction [6]. As such, this method is utilized in this thesis and will be the basis for iteration. 

SfM uses the images to calculate the translation and rotation of one camera to another by computing the 
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fundamental matrix. The fundamental matrix relates the points in two images using epipolar geometry, as 

explained in Chapter 3. This method of calculating the fundamental matrix to find camera position was 

pioneered by Luong in the mid 1990ôs [7]. While this method works well for calculating the rotation of 

the cameras, translation can only be calculated with a scaling factor. It is common to compute the 

translation vector with a length of one to facilitate post process scaling [8]. If the position of the relative 

camera position is known, the result of the SfM algorithm will not need to be scaled. This should increase 

the accuracy as there is no need for user input on the final results, thus reducing the chances of human 

error. None of the software tested included this capability, and thus a new algorithm was created. 
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Chapter 2  
 

Evaluation of Current Technology 

To accurately evaluate both PhotoModeler and Remake, a consistent hardware and environmental 

setup were used. A single camera, with a set focal length, aperture, and ISO, in a studio lit environment 

was used to take all pictures of all objects. Three different objects were selected to be modeled, each 

attempting to capture different types of challenges. The first object was a 76.2 millimeter (mm) cube, 

selected to test the accuracy of hard edges as well as to present a baseline. The second object was similar 

to the first, but contained depth information. This was achieved by machining conics and semicircles into 

the faces of a 76.2 mm cube. Due to the added cuts and overhangs, the possibility of shadows greatly 

increased which often presents challenges to the reconstruction process of photogrammetry [2]. The third 

object selected contained complex curves in addition to depth information and sharp edges. This was 

selected to test the accuracy of reconstruction of objects with mainly non-straight edge features. All three 

objects were machined to within .05 mm of the original design, as measured by a coordinate measuring 

machine. Figure 2 shows the three objects being used for this thesis. To compare the results, all output 

models were compared to the true model. From this comparison, a tolerance was calculated. This method 

was selected as tolerancing parts is common in industry and often drives the manufacturing process used 

to create the product. 
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Figure 2: The three machined objects used for close-range testing. 

Camera Parameters 

The camera chosen for this project was a Cannon EOS 6D DSLR. A fixed, 100 mm focal length 

lens was used along with an aperture set to f/32.0. The shutter speed was 1/10 second and an ISO of 3200. 

The EOS 6D has a resolution of 20.2 megapixels and 35 mm, full frame image sensor. These camera 

parameters were selected based on previous published studies as well as the lighting in the room [9]. 

Due to the ability to capture sharp images in relatively small working spaces, the macro lens was 

chosen. The highest accuracy of photogrammetry can be achieved when 50-80% of the image pixels are 

of the desired object [10]. A macro lens allows more of the image to be of the desired object, and has the 

effect of being ñzoomed inò on the object. The fixed focal length was chosen as a non-moving focal 

length is one of the assumptions made in three-dimensional scene reconstruction algorithms, which will 

be discussed in further detail in Chapter 3-Camera Calibration. 
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Data Collection 

To decrease any variance between images, a studio was used in an effort to create even and 

smooth lighting. In addition, the objects were placed on a plain, uniform color background. This 

environment produces the best results as it decreases shadows and increases the contrast between the 

desired object and the background [9]. Both the lighting and background can be seen in Figure 3. 

 

Figure 3: Studio setup, eliminating shadows and producing even lighting. 

To keep conditions as consistent as possible from object to object, the object remained stationary 

at the center of the setup and the camera was mounted to a tripod. A delay was used on the shutter, so the 

act of pressing the button to capture the picture would not cause vibrations and thus blurriness in the 

image. Two concentric circles were drawn on the ground, the outer circle being for the single back tripod 

leg and the inner circle being for the front two tripod legs. For each object, a total of 128 images were 

captured. The circle was divided into 32 evenly spaced sections, with a picture being taken every 11.25 

degrees. A circumferential path of pictures was taken at 4 different heights, corresponding to the total of 

128 images. Based off testing by Behrouzi and researchers at the University of Arkansas, the line of sight 

to the camera should be no more than 60 degrees [9] [2]. As such, the four passes were made at 60 

degrees, 40 degrees, 20 degrees, and 0 degrees respectively. Due to the variance in object size and vertical 

location of the camera, the distance from the lens of the camera to the object ranged from 38 to 66 

centimeters. The position of the camera and the tripod can be seen in Figure 4. 
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Figure 4: The position of the camera where ⱥ is the angle between the object and the cameraôs line of sight and 

where ʌ is the constant 11.25° angle between each image. 

In addition to the setup of the camera, the objects also needed preparation. Photogrammetry uses 

vision processing and feature tracking, discussed in further detail in Chapter 3, which needs unique 

features to track across images. Highly reflective and glossy surfaces, also known as non-Lambertian 

surfaces, do not allow for easy feature tracking and produce poor results [11]. While methods for image 

reconstruction on non-Lambertian surfaces are an area of research, these will not be considered for the 

scope of this thesis. As the objects being used started as polished aluminum, adding a matte coating was 

necessary to create a Lambertian surface. This was achieved by simply coating each object with a thin 

layer of a baby power. A chalk spray was also tested, but the baby powder was ultimately selected due to 

better results, less expense, and ease of sourcing. 

The final component in this setup is a measuring device. The ruler is included for post processing 

the data. As stated in Chapter 1, the results of the scene reconstruction algorithm are not scaled and a 

known distance must be included for the final model to produce metric results. As the purpose of this 

section of the thesis is to test the accuracy of the final object size, it would be biased to scale the model 

based off the known dimensions of the object itself. 
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Software Used and Steps Taken 

While PhotoModeler and Remake were the main software packages being tested, ultimately 

additional software was needed to generate point clouds as well as compare results. Each software 

package required slightly different processes, which are explained in the following sections. All non-open 

source software was purchased by the Department of Industrial and Manufacturing Engineering at The 

Pennsylvania State University. 

PhotoModeler 

Unlike Remake, PhotoModeler requests the camera being used to be calibrated. This is not 

required, but highly recommended by EoS Systems. While not specifically stated by EoS Systems, this 

step is needed to calculate the internal parameters of the camera. Internal parameters include image sensor 

size, lens focal length, as well as distortion characteristics: in total, there are 11 unknown variables that 

need to be solved [12]. Camera calibration will be discussed further in Chapter 3- Camera Calibration. 

PhotoModeler provides a printable calibration target for the user as well as a built-in calibration 

algorithm. 

Once the camera has been calibrated, photographing each object can begin. Upon uploading the 

images, the software analyzes each picture, differentiating between the object and the background. After 

doing this for each image, features between each image are matched and then triangulation can begin. The 

process of triangulation and generation of a three-dimensional model occurs entirely on the userôs 

computer. For the processing of the 128 photos used for this research, a minimum of 8 gigabytes (GB) of 

random access memory (RAM) was needed but 16 GB is recommended [13].  

The results require post processing as well. After triangulation, there is typically still some of the 

background that needs to be removed. PhotoModeler has point cloud as well as mesh editing tools, 
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allowing the user to remove the background. The biggest drawbacks are a lack of a ñfill featureò, allowing 

the user to define a bottom plane and create a solid body, and the lack of a ñhole fillò feature, allowing the 

user to quickly remove holes. As mentioned previously, the original result is scaled, and has no units. The 

user must define two points in the model and provide a distance. An example of an unmodified output 

from PhotoModeler can be seen in Figure 5. 

 

Figure 5: An unmodified output from PhotoModeler. This 3D object has no scale, and the background has not yet been 

removed. 

Remake 

While similar to PhotoModeler in many ways, Remake does not request a calibration file. This 

feature alone greatly increases the ease of use for this software but increases the processing time. Not 

having a calibrated camera does come at a cost, and that comes at computation expense. Remake requires 

at least 64 GB of RAM and Autodesk recommends 128 GB of RAM, making this software not feasible 

for current laptop technology, and even most desktop computers [14]. 

To mitigate the requirement for such large amounts of RAM, Autodesk provides cloud computing 

services. While this provides a solution for one problem, it also presents new issues as well. The largest 

advantage the cloud computing option has is freeing up the local machine for other tasks. In addition, this 

feature lowers the cost for a user, and computers with less RAM are typically less expensive. However, 

using the cloud also presents an uncontrollable variable for the user. Once a project is uploaded, the 
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project is added to a queue to be processed. While this can be monitored within the program, the user has 

no control as to if the project is actively being solved. For all the uses in the project, this downside 

provided no hindrance as no project took longer than 4 hours to solve. An example of the results from 

Remake can be seen in Figure 6. 

Once triangulation is complete and the file is on the local machine, the mesh can be manipulated 

manually. Similar to PhotoModeler, basic mesh removal tools exist to facilitate background removal. 

Remake does have a ñfill featureò as well as a ñhole fillò feature, making the post processing extremely 

easy. As will all reconstruction algorithms, the image has no scale, and this must be entered manually. 

 

Figure 6: An unmodified output from Remake. This 3D object has no scale, and the background has not yet 

been removed. 

The final output from Remake is a stereolithography (STL) file. While this file is beneficial for 

computer aided design (CAD) programs and additive manufacturing, it is difficult to evaluate the results. 

Conversion of the STL is discussed in the next section. 
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Point Cloud generation 

In order to compare the results from PhotoModeler and Remake, a point cloud was deemed to be 

the most effective way. The process of comparing the results file to ground truth is discussed in the next 

section. 

PhotoModeler generates both a point cloud and an STL file. While simply using the point cloud 

file would be ideal, further mesh refinement beyond the capabilities of the software was required. The 

most important addition was a closeout layer on the bottom of the STL. This was done using an open 

source, mesh editing software, MeshLab. Care was taken to change the rest of the mesh as little as 

possible, to have as close to no effect on the accuracy of the original file. Meshlab is able to save files as 

both STLs as well as point clouds. This software was used to save the output of PhotoModeler as a point 

cloud after modifications were made. Even though no modifications were needed to be made outside of 

Remake, Meshlab was still used. The results file from Remake was simply opened and then saved as a 

point cloud. It is important to note that all scaling was done in the original software, either PhotoModeler 

or Remake. 

Comparing to Ground Truth  

The first step in analyzing the output of the two software packages evaluated is creating a ground 

truth. As the objects were relatively simple, CAD files were made (for the object with complex curves, 

this was required for machining) and saved as STL files. Using the open source software CloudCompare, 

point clouds can be compared to an STIL file by using point cloud registries. The output of the point 

cloud registry process is a data point corresponding to each location in the point cloud with distance 

information to the ground truth STL file. 
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Using the output of the point cloud registry, maximum, minimum, and average variance were 

calculated. In addition, histograms were plotted along with calculations of standard deviations. All of this 

data was compared across the three objects and from both PhotoModeler and Remake to evaluate 

accuracy. 

Results 

In addition to the accuracy computed through point cloud registries, STL quality was also 

evaluated. STL quality was evaluated by comparing the number of holes in the generated mesh, the 

number of inverted triangles, the number of overlapping triangles, the number of bad edges, and the 

number of intersecting triangles.  

While there is some variance in the results, Autodesk Remake was the most accurate in every 

case when looking at the point cloud compared to ground truth. When comparing the quality of the STL 

mesh, Remake always had less holes and fewer overlapping triangles. For the two cubes, Remake had 

fewer inverted triangles and fewer bad edges, but performed worse on the third object with complex 

curves. PhotoModeler had less intersecting triangles in all cases. This is most likely due to the way the 

different software programs added the bottom of the model. Table 2 shows the full results. 

 

Table 2: Results for all three objects in both PhotoModeler and Remake. 

 Software PhotoModeler Remake 

STL/Point 

Cloud 

 Object 1 Object 2 Object 3 Object 1 Object 2 Object 3 

Number of Planar Holes 0 1 0 0 0 0 

Number of Inverted Triangles 0 342 0 0 0 56 

Number of Overlapping Triangles 384 1960 775 358 125 569 

Number of Bad Edges 0 768 3 0 68 30 

Intersecting Triangles 328 476 155 999 1332 1488 

Computer 

Comparison 

Max Pos Variance (mm) 2.6314 2.6010 1.7678 0.6833 1.3589 1.6688 
Max Neg Variance (- mm) 1.9126 2.3368 2.6594 1.2598 1.1354 1.0084 
Average Variance (mm) 0.1600 0.1168 0.0076 -0.1219 -0.0229 -0.0635 
Standard Deviation (mm) 0.2235 0.2743 0.3429 0.3404 0.1981 0.3226 
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It is surprising that both PhotoModeler and Remake performed the worst on the object 

selected to be the baseline when comparing average variances and maximum positive variance. 

However, the results are quite varied if standard deviation is compared. Ultimately, in 

manufacturing the overall tolerance of a part is one of the most critical pieces of information. As 

such, the minimum and maximum were used to create tolerance windows. For object 1, Remake 

was the most accurate, with a tolerance of  
πȢφψσσ
ρȢςυωψ

 άά. Remake also held a tighter tolerance on 

object 2 at 
ρȢσυψω
ρȢρσυτ

 άά. The tighter tolerance for object 3, of 
ρȢφφψψ
ρȢππψτ

 άά  was also achieved by 

Remake. These results provide a baseline so a decision can be made if the photogrammetry 

process is suitable for different tolerancing applications. A visual representation of the results 

can be seen in Figure 7 and Figure 9. Figure 8 and Figure 10 show the histograms of the deviations 

of the models created by photogrammetry compared to ground truth. 
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Figure 7: Results of all three objects from PhotoModeler. 

 

 

Figure 8: Distribution of variance for objects 1, 2, and 3 from PhotoModeler respectively. 
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Figure 9: Results of all three objects from Remake. 

 

 

Figure 10: Distribution of variance for objects 1, 2, and 3 from Remake respectively.
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Chapter 3  
 

Improvements with Position Data 

Now that the baseline from two photogrammetry software packages is complete, efforts to 

improve the accuracy can be made. In order to do this, a complete understanding of the Sfm algorithm is 

needed. This begins with understanding the camera model and camera calibration. The correction factors 

computed in the calibration step feed into SfM. Once this is mastered, position data is included to 

improve accuracy. This step is critical as it takes human input out of the equation, the largest source of 

error. This technique is the basis of stereo cameras and has not been applied to a monocular set of images. 

Camera Calibration 

In order to calibrate a camera, it is important to first understand the model of a camera. One of the 

simplest and most common models is known as the pin-hole camera model. The pin-hole camera assumes 

a small hole in a plane that the rays of an image pass through to create an inverse image on the opposing 

side. The pin hole of the model corresponds to the lens of the camera, and the image plane is the sensor 

chip. If the focal point is a known value and the distance to the image plane is known, then a three-

dimensional world point P{XYZ} can be described as a two-dimensional image point p{x y}. This 

concept is depicted in Figure 11. To solve for the coordinates for p{x y}, the following equations can be 

used: 

ὼ Ὢz
ὢ

ὤ
 

ώ Ὢz
ὣ

ὤ
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where f is the focal length of the camera and X, Y, and Z are the world coordinate points. From Figure 11 

there are two key lessons. The first is there are an infinite amount of points world points P{XYZ}  that 

correspond to image point p, as long as it falls along the ray displayed in red. This will become important 

in Chapter 3- Structure from Motion with Unknown Position. The second is that in real life, the point p{x 

y}  is a single pixel on a sensor chip and to increase light there is a lens in front of the image plane, or the 

sensor chip. This lens is not perfect and distorts the image, requiring correction factors. [12] 

 

Figure 11: Pin-hole camera model relating world point P{XYZ}  to image point p{x y} . Image sourced from [12]. 

Typically, a camera is described with two matrices; the matrix K to describe the camera 

parameters of focus, the height of each pixel, the width of each pixel, and the {x y} point where axis zc 

crosses the image plane, as well as the matrix ‚ to describe the pose of the camera. The pose is fully 

defined by six variables corresponding to the translation and orientation of the camera. While in theory 

these 11 variables are known, in practice they are unknown due to variations in manufacturing standards. 

Solving for these 11 variables comprises one step of the camera calibration. The matrix K is depicted 

below: 

ὑ

Ὢ
” π ό

π
Ὢ
” ὺ

π π ρ
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Where f is the focal length, pw is the width of each pixel, ph is the height of each pixel, uo and vo represent 

the point where axis zc crosses the image plane. [12] To correlate the image plane to a pixel array and to 

calculate the uo and yo values: 

ό
ὼ

”
ό 

ὺ  
ώ

”
ὺ 

Where u and v correspond to the pixel position that relate the sensor array position to the point p{x y} on 

the image plane. [12] 

The second step is calculating distortion. Distortion is seen in two main ways, tangential and 

radial. A tangential distortion causes the image to shift off center while radial distortion causes points to 

shift along radial lines originating at the {x y} point where axis zc crosses the image plane. The radial 

distortion usually has a larger effect on the image. For example, radial distortion is one of the common 

characteristics of a fisheye lens. Characterizing radial distortion is completed with three variables and 

tangential distortion with two variables. Computing these five variables is the second part of camera 

calibration. The distortion ‏ and ‏ can be explained by: 

‏
‏

όὯὶ Ὧὶ Ὧὶ

ὺὯὶ Ὧὶ Ὧὶ

ςὴόὺ ὴ ὶ ςό

ὴ ὶ ςὺ ςὴόὺ
 

Where the first matrix represents the radial distortion and the second matrix represents the tangential 

distortion. The k values are the radial coefficients and the p variables are the tangential coefficients that 

need to be determined. Typically, three coefficients are used for radial distortion and two coefficients are 

used for tangential distortion. [12] 

While camera calibration can be done with a single image containing known three-dimensional 

data, the process is much easier with multiple known two-dimensional data images. For the purpose of 

this thesis, the MathWorks MATLAB  single camera calibration application was used. Numerous images 

were taken of a calibration checkerboard of known size. The calibrator detects the points of the 
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checkerboard and compares the detected points to where the points should lie. By using multiple images, 

the entire calibration matrix can be computed [15]. Figure 12 shows an example of a calibration picture 

with the corners of the calibration matrix detected. 

 

Figure 12: An example of the calibration board used with the MathWorks camera calibration application. 

Structure from Motion with Unknown Position  

The basic premise of SfM is using a set of images to correlate points in the image frame p{x y} to 

the world coordinates P{XYZ}. As was depicted in Figure 11, a single image cannot be used to calculate 

a world point, and a minimum of a second image is needed. For the purpose of this thesis, using simply 

two images will be employed, which will be discussed in further detail later in this section. If we call the 

origin of the first camera C1 and the origin of the second camera C2, then the intersection of rays C1P and 

C2P will correlate to a unique world point [8]. This basic concept is seen in Figure 13. By using this 

method for hundreds of points, a point cloud of the world can be generated. 
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Figure 13: SfM depiction, with unique points P, and where OL and OR correspond to C1 and C2 respectively. Image 

sourced from [8]. 

Figure 13 also shows the epipoles, epipolar lines, and the epipolar plane. These three features are 

used to identify the pose of the second camera relative to the first. For the purpose of this explanation, the 

points pL and pR correspond to the point label projection point in Figure 13 on the left and right images 

respectively. The projection point is where the ray OLP and ORP pass through left and right respective 

image planes. At the most basic level, the epipolar line is the projection of the opposite OP ray. For 

example, the epipolar line on the right image is the projection of ray OLP onto the right image. The 

epipolar line on the left image is the projection of ray ORP onto the left image. The epipolar line can be 

described even further though by looking at the projection points pL and pR, along with epipoles eL and eR. 

The epipoles are simply the projections of the opposite projection point. So, eR is the projection of pL on 

the right image plane and eL is the projection pR on the left image frame.  This means the rays eLpL and 

eRpR are the epipolar lines for the left and right images respectively. Finally, the plane created by OLORP 

(which passes through eL and eR) is the epipolar plane. Once all the epipolar features are computed, a 3x3 

matrix known as the Fundamental matrix can be calculated. Using the Fundamental matrix, pL, and pR, the 

pose and translation of the second camera to the first can be calculated. [7] 

Computing the Fundamental matrix itself is outside the scope of this thesis, but with the help of 

prewritten MATLAB  functions the orientation and transpose of the second camera can still be calculated. 

The function estimateFundamentalMatrix is used to compute the Fundamental matrix, which is then 
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given to the function relativeCameraPose along with the matched image points and the calibrated camera 

matrix, the orientation and transpose of the second camera to the first camera is calculated [16]. However, 

the scale of the transpose cannot be calculated without further information. This is the same basic 

principle that makes it impossible to tell if an apparent small object is simply large and far away or an 

apparent large object is simply small and very close. As such, the transpose vector is calculated with a 

length of one, and the image is not metric [8]. 

In order to put all the theory stated above into practice, a basic SfM algorithm was written. To 

keep the method as simple as possible, only two views were used. While including multiple images to 

create a denser point cloud is feasible, to create a baseline reconstructed model this added complexity was 

avoided. Figure 14 to Figure 18 shows the output of that algorithm. Figure 14 shows the original images 

and Figure 15 shows the same images after distortion has been removed. Due to the high quality DSLR 

being used, there is not a lot of distortion present. Figure 16 shows the first set of points matched overtop 

of the two images, as well as the direction of point travel. These points are the epipolar points used to 

calculate the Fundamental matrix. Once the camera positions are calculated, another set of matched points 

are calculated to create a dense point cloud. Since the camera position has been calculated, the minimum 

quality of each detected point can be reduced. These new points are shown in Figure 17.  Finally, Figure 

18 shows the reconstructed scene. In this case, the front of the cube can be clearly seen, along with the 

two positions of the camera when the images were captured. It can also be seen from the scale of the axis, 

that the face of the cube measures close to 1 square unit, which makes sense as this image has not been 

scaled in any way. 
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Figure 14: Original images (distorted) used in a two view SfM. 

 

 

Figure 15: Undistorted images used for two view SfM. 
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Figure 16: Epipolar points used to compute the Fundamental matrix. 

 

Figure 17: A total of 71,983 points were tracked between the two images. 




















































