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ABSTRACT 

 

This paper introduces the Zillow's Home Value Prediction Challenge and YouTube-8M 

Video Understanding Challenge hosted as Kaggle competitions and also describes my approach 

to experimenting with various models. For each of my experiments, I provide the score result as 

well as possible improvements to be made. Towards the end of the paper, I discuss the various 

ensemble learning techniques that I applied on the dataset which significantly boosted my overall 

competition score. Finally, I discuss the exciting future of video understanding research and also 

the many applications that such research could significantly improve. 
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Chapter 1 Introduction 

 With the explosion of data, more and more companies are discovering new applications 

for machine learning in their business. As one example, Zillow's Zestimate home valuation 

algorithm has transformed the entire U.S. real estate industry since it was shared with the public 

11 years ago. As "one of the most expensive purchases a person will make in his or her lifetime" 

[21], a home is an extremely valuable asset and, by providing as much analytics and information 

regarding such an important possession, Zillow has used machine learning to permeate the real 

estate industry for long.  

The current Zillow "Zestimate" is an estimated home value based on over 7.5 million 

statistical and machine learning models that dissect hundreds of features on each property [21]. 

Upon its release 11 years ago, Zillow has improved the median margin of error by 9% (from 

14% to 5% today) and, by doing so, has established itself as one of the most trusted marketplaces 

for real estate information [21]. Despite the significant improvements in reducing the margin of 

error already done, Zillow has attempted to reduce it even further by presenting it in the form of 

a million-dollar competition. The competition is split into two different rounds - a qualification 

round and a final round. The goal of the qualification round is to build a model attempting to 

improve the Zestimate residual error, whereas the final round is presented to provide participants' 

the opportunity to build a home valuation algorithm from ground up.  

Due to the timing, I am only able to report on the results of my experimentation for the 

qualifying round. The start date for the first round was 5/24/2017 and the end date is 10/16/2017. 
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Towards the end of the first round, on 10/2/2017, additional data for 2017 is also released to the 

public.  
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Chapter 2 Initial Exploration 

For the qualifying round, the target variable to predict is the log error for the 6 specified 

timepoints: October 2017 (201610), November 2016 (201611), December 2016 (201612), 

October 2017 (201710), November 2017 (201711), and December 2017 (201712) [21]. An 

example of the submission file is shown below: 

 

 

 

 

 

The log error we are targeting is defined as the following: 

 

                                          

 

 

 In terms of evaluation, the submission files are scored based on the mean absolute error 

between the predicted log error and the actual log error.   

 

 

 

 

Figure 1: Submission File Example 

Figure 2: Logerror Formula 
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Development Environment 

I used Python in the Spyder integrated development environment (IDE) as part of 

Anaconda - an open-source distribution of Python. Python is a highly used general-purpose 

programming language that contains many libraries for scientific computing purposes [23]. 

Spyder is an open-source IDE that is widely used by the scientific programming computing using 

Python [24]. Within Python, I used modeling and data analysis tools from sci-kit learn, NumPy, 

and Pandas. Python seemed to be the primary tool for data analysis in this case. Due to the size 

of the data, I was still able to handle all of the processing on my personal computer as opposed to 

having to run the trials on a cloud software. 

Exploratory Data Analysis 

The data provided to us involved real estate properties in three counties - Los Angeles, 

Orange, and Ventura, California. The training data consists of all transactions before October 15, 

2016 and the test data for the leaderboard contains the rest of the transactions between October 

16, 2016 and December 31, 2016. After the end of the competition, there will be a sales tracking 

period where our best models are tested on current data on housing transactions from October 15, 

2017 to December 15, 2017 [21].  

The dataset consists of information of about 2.9 million properties, which are then 

merged into the 90,811 rows of training data; the size of the test set is unknown for the purpose 

of the competition. There are a total of 58 features for each of the properties shown below: 
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Feature Description 

'airconditioningtypeid'  Type of cooling system present in the home (if any) 

'architecturalstyletypeid'  Architectural style of the home (i.e. ranch, colonial, split-level, etc…) 

'basementsqft'  Finished living area below or partially below ground level 

'bathroomcnt'  Number of bathrooms in home including fractional bathrooms 

'bedroomcnt'  Number of bedrooms in home  

'buildingqualitytypeid'  Overall assessment of condition of the building from best to worst 

'buildingclasstypeid' The building framing type (steel frame, wood frame, concrete/brick)  

'calculatedbathnbr'  Number of bathrooms in home including fractional bathroom 

'decktypeid' Type of deck (if any) present on parcel 

'threequarterbathnbr'  Number of 3/4 bathrooms in house (shower + sink + toilet) 

'finishedfloor1squarefeet'  Size of the finished living area on the first (entry) floor of the home 

'calculatedfinishedsquarefeet'  Calculated total finished living area of the home  

'finishedsquarefeet6' Base unfinished and finished area 

'finishedsquarefeet12' Finished living area 

'finishedsquarefeet13' Perimeter  living area 

'finishedsquarefeet15' Total area 

'finishedsquarefeet50'  Size of the finished living area on the first (entry) floor of the home 

'fips'  Federal Information Processing Standard code 

'fireplacecnt'  Number of fireplaces in a home (if any) 

'fireplaceflag'  Is a fireplace present in this home  

'fullbathcnt'  Number of full bathrooms present in home 

'garagecarcnt'  Total number of garages on the lot including an attached garage 

'garagetotalsqft' 
 Total number of square feet of all garages on lot including an attached 

garage 

'hashottuborspa'  Does the home have a hot tub or spa 

'heatingorsystemtypeid'  Type of home heating system 

'latitude'  Latitude of the middle of the parcel multiplied by 10e6 

'longitude'  Longitude of the middle of the parcel multiplied by 10e6 

'lotsizesquarefeet'  Area of the lot in square feet 

'numberofstories'  Number of stories or levels the home has 

'parcelid'  Unique identifier for parcels (lots)  

'poolcnt'  Number of pools on the lot (if any) 

'poolsizesum'  Total square footage of all pools on property 

'pooltypeid10'  Spa or Hot Tub 

'pooltypeid2'  Pool with Spa/Hot Tub 

'pooltypeid7'  Pool without hot tub 

'propertycountylandusecode'  County land use code i.e. it's zoning at the county level 

'propertylandusetypeid'  Type of land use the property is zoned for 

'propertyzoningdesc'  Description of the allowed land uses (zoning) for that property 

'rawcensustractandblock'  Census tract and block ID combined 
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The figure below displays the counts of properties sold in each date bucket: 

 

 

 

 

 

 

 

 

 

'censustractandblock'  Census tract and block ID combined 

'regionidcounty' County in which the property is located 

'regionidcity'  City in which the property is located (if any) 

'regionidzip'  Zip code in which the property is located 

'regionidneighborhood' Neighborhood in which the property is located 

'roomcnt'  Total number of rooms in the principal residence 

'storytypeid'  Type of floors in a multi-story house 

'typeconstructiontypeid'  What type of construction material was used to construct the home 

'unitcnt' 
 Number of units the structure is built into (i.e. 2 = duplex, 3 = triplex, 

etc...) 

'yardbuildingsqft17' Patio in  yard 

'yardbuildingsqft26' Storage shed/building in yard 

'yearbuilt'  The Year the principal residence was built  

'taxvaluedollarcnt' The total tax assessed value of the parcel 

'structuretaxvaluedollarcnt' The assessed value of the built structure on the parcel 

'landtaxvaluedollarcnt' The assessed value of the land area of the parcel 

'taxamount' The total property tax assessed for that assessment year 

'assessmentyear' The year of the property tax assessment  

'taxdelinquencyflag' Property taxes for this parcel are past due as of 2015 

'taxdelinquencyyear' Year for which the unpaid propert taxes were due  

Table 1: Table of Features 

Figure 3: Histogram of Properties Sold 
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The plot below displays the distribution of the logerror values for each of the Zestimate 

predictions. 

 

 

 

 

 

 

 

 

 

The plot below displays the absolute logerror in the training data. The absolute logerror 

illustrates how close the log(Zestimate) is to the log(Saleprice). 

 

 

 

 

 

 

 

 

 

Figure 4: Logerror of Zestimate Predictions 

Figure 5: Plot of Absolute Logerrors 
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Below are also some interesting figures to further understand the data at hand: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Houses Built By Year 

Figure 7: Map of Absolute Logerrors 
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Chapter 3 Approach Details 

Models 

Gradient Boosting 

The primary purpose of gradient boosting is to repeatedly build models that attempt to 

correct the previous model's errors. By the end of the training phase, gradient boosting is able to 

combine multiple weak learners into one strong one through a certain number of iterations. The 

algorithm generally follows as such: 

1. Fit a model to the data, F1(x) = y 

2. Fit a model to the residuals, h1(x) = y - F1(x) 

3. Create a new model, F2(x) = F1(x) + h1(x) 

 

In the above algorithm, the observed data are (x1, y1), (x2, y2), ....., (xn, yn) where n is the size of 

the overall dataset; xi represents the vector of predictors for the algorithm and yi represents the 

response variable for the ith value. For the figure, x represents the overall set of predictors and y 

the set of response values; Fi(x) represents the model that is used to fit the data x, hi(x) is the set 

of residuals that are obtained from subtracting the true value of the response variable with the 

predicted responses. The total number of iterations of the above algorithm (Figure 8) depends on 

the parameters set by the user, but the default value for the Python package is 100. One can 

generally determine the optimal number of iterations through the use of cross-validation and 

plotting the results to calculate, at which point, the iterations produces sufficiently small 

improvement. One of the primary features of the gradient boosting algorithm is the actual 

"gradient" piece; the algorithm leverages gradient descent to provide a direction for the algorithm 

Figure 8: Gradient Boosting Algorithm 
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to step. The gradient descent algorithm essentially helps to minimize complicated loss functions 

so that the overall boosting algorithm is then able to work with any differentiable loss function 

[25]. 

For the Zillow dataset, I experimented with 3 different gradient boosting packages in 

Python: CatBoost, LightGBM, and XgBoost.  

CatBoost is an open-sourced machine learning algorithm developed by Yandex that 

implements the gradient boosting framework. One differentiating factor of CatBoost is that it 

automatically handles categorical data for you by automatically converting the categorical 

features to numerical variables using various statistics on the combination of categorical values; 

the method it uses to do this depends on the parameters set by the user. One example is type 

"Borders": 

ctri = 
                  

            
 

where ctri represents the bucket for the categorical variable, countInClass is the "number of times 

the target categorical variable exceeded i for objects with the current categorical feature", 

totalCount is the total number of equivalent objects, and prior is a constant defined by the 

parameters [26]. 

  LightGBM is another gradient boosting framework that was developed by Microsoft. 

The framework uses tree-based learning algorithms for both classification and regression 

purposes; one difference between LightGBM and other frameworks is that it uses a histogram-

based algorithm for the training procedure - which buckets the continuous features into discrete 

bins to significantly speed up the training process while also reducing memory usage [27]. The 

primary advantage that I have noticed from using it was its superior speed and efficiency 

compared to the other packages. XGBoost, on the other hand, is one of the more traditional 
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gradient boosting frameworks that provide the advantage of providing parallel tree boosting. The 

XGBoost algorithm is based on tree ensembles - which are all sets of classification and 

regression trees (CART). Rather than solely containing decision values like decision trees, 

classification and regression trees reduce to single score values on the leaves, which help to 

provide a richer interpretation of the results [18].  

When I initially tested each of the packages individually, the CatBoost framework 

resulted in a submission score of .0643486, the LightGBM framework came out to be .0649102, 

and the XGBoost framework resulted in .0643777. Based on the results - which were obtained 

after numerous experiments tuning the hyperparameters, the CatBoost framework resulted in the 

highest performance as a single model. 

Regression 

As one of the other models that I experimented with, ordinary least squares (OLS) 

regression did not perform nearly as well as the gradient boosting frameworks but still proved to 

be extremely beneficial when added into the overall ensemble I will cover later on. In an attempt 

to improve the performance of the regression model, I did add a few more features via feature 

engineering. I converted the "transaction_date" feature into the separate components: transaction 

year, transaction month, and transaction day - which did increase the performance by a small 

fraction. Surprisingly, the additions of L1 and L2 penalties did not provide any positive 

improvements to the model. 



12 

Genetic Algorithms 

Genetic algorithms are a way to model the way nature works by modifying genes and 

randomly adding in mutations. The algorithm essentially works by repeatedly modifying 

different populations of possible solutions to the problem. For each iteration of the algorithm, 

two solutions are selected to be the parents - so their children are produced by random mutations 

to the combination of the two parents' solutions. The parents are often selected based on a 

"fitness score" - which is a value based on its optimality in solving the problem at hand. This 

process keeps going on repeatedly until manually set stopping criterion are met and, thus, 

eventually evolving its way towards an optimal solution [28].  

For this competition, another member of Kaggle publicly posted his implementation of a 

genetic algorithm for the Zillow dataset. Despite the novelty of the algorithm, the individual 

performance of the model (.0643904) was not able to surpass that of any of the other models; 

despite that, the genetic algorithm did still prove to be valuable in the overall ensemble. 

Ensemble Approaches 

Throughout this competition, I diverted a lot of attention especially towards 

experimenting with two different ensemble approaches - stacking and blending submission files. 

Stacking was used all throughout the competition but none of the submission files were blended 

together until the tail end. 
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Stacking 

For this competition, stacking was done by performing a weighted average of the outputs 

of each of the models. My attempts are listed below: 

Models (with weight) Performance 

LightGBM (.28), XgBoost (.64), OLS (.08) .0643707 

CatBoost (.20), LightGBM (.20), XgBoost 

(.50), OLS (.10) 

.0642265 

Table 2: Stacking Attempts 

Blending Submission Files 

Done primarily at the end of the competition, blending the submission files provided an 

additional performance boost that further bolstered my overall score. To decide which models to 

blend together, I wrote a Python script to calculate the correlation between the outputs of 2 

models and used my own intuition to find a balance between the models with the lowest 

correlations and the highest scores.  

The table below displays all my attempts: 

Overall Models (with weights) Performance 

(A) CatBoost and stacking of XGBoost, 

LightGBM, and OLS (80/20) 

.0641395 

(B) (A) and Genetic Algorithm (80/20) .0641346 

(C) (A) and highest-performing LightGBM 

with Genetic Algorithm (80/20) 

.0641151 
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(D) CatBoost and highest-performing 

LightGBM (80/20) -> (A) (80/20) -> Genetic 

Algorithm (90/10) 

.0641095 

(E) CatBoost and stacking of LightGBM 

(80/20) -> CatBoost (80/20) 

.0640892 

(F) CatBoost and stacking of LightGBM 

(80/20) -> CatBoost (80/20) -> (A) (90/10) -> 

Genetic Algorithm (95/5)  

.0640872 

Table 3: Submission File Blending Attempts 

 

Chapter 4 Zillow Conclusion 

Overall, my participation for this competition lasted for about 4 months during my Fall 

semester. I ended up in rank 69 out of a total of 3,780 teams worldwide. I ended up gaining a 

deeper knowledge of gradient boosting frameworks, ensembling approaches, as well as of the 

various features that go into estimating housing prices.  

The leaderboard is updated on the following dates: 11/17/2017, 12/18/2017, 1/17/2018 

with the most up-to-date transactions with Zillow. From then on, my ranking may fluctuate 

depending on how well my models can deal with novel data. 
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Chapter 5 Google Video Understanding Challenge Introduction 

To aid with the advancement of machine learning and computer vision research, large 

and varied datasets are necessary for effective training results. With the creation of image 

datasets such as the Caltech 101 [4], PASCAL [5], and ImageNet [6], image understanding 

research has greatly accelerated and is at a point far beyond what it would have been without the 

existence of such datasets. In addition to image understanding, there has also been a major shift 

of focus towards video understanding research. Datasets such as Sports-1M [7] and ActivityNet 

[8] have paved the way for providing large video benchmarks but are limited to solely activity 

and action categories - with about 500 categories total [8]. In an effort to further the 

advancement of video benchmarks, Google Research released the YouTube-8M [9] dataset with 

extensive features such as: 

 

 an increase in the number of annotation classes - 4800 Knowledge Graph 

entities [9] 

 a substantial jump in the amount of labeled videos - over 8 million videos 

[9] 

 a large-scale video annotation and representation learning benchmark [9] 

 

In addition to such characteristics, Google Research has also provided pre-computed 

audio-visual features for the 1.9 billion video frames - which are meant to significantly level the 

playing field for all levels of researchers.  

To accelerate research and understanding on the YouTube-8M dataset, Google Research 

hosted a large-scale video classification challenge as a competition on Kaggle.com with 
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$100,000 in prize money. In addition to being sponsored by Google Cloud, which provided 

competitors with $300 in Google Cloud credits, Google Research also released open-sourced 

starter code based on TensorFlow. With providing such resources, the goal of Google Research 

is to accelerate research on large-scale video understanding, noisy data modeling, and to further 

the understanding of various modeling approaches and their strengths and weaknesses in such a 

domain [9]. 

As a competitor in the Kaggle competition, I was fortunate to receive such resources to 

test various modeling approaches to find the highest performing single or set of models. In the 

rest of this paper, Chapter 6 will describe the performance metrics and development environment 

used for the competition. Chapter 7 will describe each of the notable models that I tested on the 

dataset. Chapter 8 will detail the approaches I used for fusion modeling towards the end of the 

competition, and Chapter 9 will cover possible applications of the YouTube-8M dataset and 

Kaggle competition results. Chapter 10 will detail any additional ideas I have. I offer concluding 

remarks with Chapter 11.  
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Chapter 6 Performance Metrics and Development Environment 

The primary metric used for evaluating performance in this competition was the Global 

Average Precision (GAP) at k. The formula used to calculate the Global Average Precision is: 

GAP =            
    

 

where N is the count of final predictions, p(i) is the precision, and r(i) is the recall.  

To obtain such a value, each competitor must submit a comma-separated values (CSV) 

file with 700,640 prediction rows and a header row. Each prediction row should contain a Video 

ID with a list of predicted labels and the corresponding confidence scores for each label. 

A sample submission file is shown below. 

 

 

 

 

The primary language and technologies used for development were Python for scripting, 

PyCharm for developing, GitHub for hosting, TensorFlow for model-building, and the Google 

Cloud Platform for training, evaluating, and predicting. To get familiar with the Google Cloud 

Platform, I followed the "Getting Started With Google Cloud" tab on the Kaggle competition's 

home page. 

 

 

Figure 9: Global 

Average Precision Formula 

Figure 10: Submission File Format 
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Chapter 7 Video Understanding Approach 

For the competition, participants were provided with two sets of the data - video-level 

and frame-level. The video-level data has a total size of 31 GB. For the video-level data set, each 

video contains the following: 

 

 Video ID: Unique ID for the video 

 Labels: The list of labels corresponding to the video 

 Mean RGB: A float array of length 1024 

 Mean Audio: A float array of length 128 

 

For all of my experimentation with the data, I used the video-level data set.  

Logistic Regression 

The logistic regression model was implemented using the TF-Slim library for 

TensorFlow. The model contains a single fully-connected layer with a sigmoid activation 

function and L2 weight regularization value of 1E-8. The logistic regression model was first 

trained on solely visual data and received a public GAP score of 0.70627. After combining the 

visual data with the audio data, the model scored a GAP of 0.75884. I made another attempt at 

improvement by modifying the L2 weight regularization to be an L1 weight regularization 

instead - doing so raised the GAP by a minute amount up to 0.75901. One of the last attempts 

with the logistic regression model involved decreasing the L1 penalty to 1E-10 from 1E-8. The 

GAP score, again, increased by a fraction of an amount up to 0.75911.  
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Overall, the logistic regression model resulted in producing very strong results despite its 

simplicity. The goal was to determine whether tuning some of the hyperparameters of the logistic 

regression model would increase the GAP by any significant amount. Based on the results, the 

largest score jump occurred after combining the audio data with the visual data - it resulted in a 

major .05257 jump in GAP. The diminutive increases, .00017 and .0001, in GAP from the 

changes in the weight regularization may have simply been random fluctuations as the changes 

are not significant enough to come to any conclusions. 

A possible future experiment may entail testing many more different values for the 

regularization techniques in order to find the optimal value. 

 

Mixture of Experts 

The out-of-the-box mixture of experts model contains a fully connected layer for both the 

gate and expert activations as well as a softmax activation layer for the gates and a sigmoid 

activation layer for the experts. The mixture of experts model is very flexible for accommodating 

a variable amount of experts, which simply requires modifying a flag in the command. The 

mixture of experts model with 2 mixtures resulted in a GAP score of .78010. According to the 

competition paper, the performance increases by 0.5%-1% on all metrics as the number of 

mixtures increases from 1 to 2, and then from 2 to 4 [9]. Such a claim was further evidenced by 

the score of .78629 for the model with 4 mixtures - an increase of .00619 or .619%. The model 

with 3 mixtures also showed an increase from that with 2 mixtures, but only of .00383. The 

performance seemed to further increase as the complexity went up even further. For the model 
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with 5 mixtures, the score rose to .79018 and then to .79096 with 6 mixtures. With 7 mixtures, 

the performance went up to .79244, which is a significant increase of .01234 from the model 

with 2 mixtures.  

For all of the previous attempts on improving the mixture of experts model, the base 

learning rate parameter was set to a value of 0.01. To see if modifying the learning rate would 

have any effect on the performance, I decreased it significantly to 5E-4 and then also added the 

validation set as part of the training for the mixture of experts model with 8 and 9 mixtures. 

From a theoretical standpoint, adding the validation set to the model training should increase the 

performance slightly as it would then have more varied examples to learn from. Despite so, the 

model score resulted in roughly 0.76 after the training step. Due to lack of time, the poor training 

performance led to me not pursuing it further towards the inference stage.  

In an experiment to test if increasing the complexity and number of layers of the mixture 

of experts model would further increase the performance, I added a hidden fully connected layer 

before the fully connected layer for the expert activations in the original model. The input to the 

added layer is the model input and it consisted of 2048 hidden neurons. I will refer to this model 

as MOE C later on in the paper. After training the complex mixture of experts model with 2 

mixtures on just the training set, the GAP score seemed to hover around the value of 0.82. After 

going through the inference stage, though, the score dropped down significantly to 0.777. Based 

on my understanding, a possible reason for such a score difference could be the model 

overfitting. To try and correct such an issue, I attempted to train the same complex model with 

both the training and validation set. After the training stage, the score seemed to be even higher 

at a value of ~0.84 but then dramatically decreased to 0.77001 after going through the 

predictions from the model. 
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Based on said results, a slightly higher learning rate around the value of .01 seems to be 

ideal for increasing the performance of the mixture of experts model by simply increasing the 

number of mixtures. A possible future experiment would be to further increase the number of 

mixtures until the score starts to decrease. Another observation is that the low base learning rate 

of 5E-4 seemed to severely harm the performance of the mixture of experts model - dropping it 

by roughly 3%. Another interesting observation came from the dramatic score changes when 

increasing the complexity of the mixture of experts model by adding an intermediate hidden 

layer before the expert activations layer. Such an increase in complexity seemed to greatly harm 

the performance of the model in this experiment. A possible future test would be to experiment 

with the number of hidden neurons, layers, and mixtures on the complex mixture of experts 

model. 

Multilayer Perceptron 

The first neural network-based model I experimented with was a multilayer perceptron 

model. It was constructed using the TF-Slim Tensorflow library. The first multilayer perceptron 

model I constructed contained an input layer, 2 hidden layers, and an output layer with a softmax 

activation function. Each of the 2 hidden layers were fully connected layers that consisted of 

2000 hidden neurons and ReLu activation. The GAP score from that model came out to be 

0.67187. As another experiment, I increased the number of hidden neurons from 2000 to 3000 

and kept the rest of the structure the same. After running the model, it received a score of 

0.65256 - surprisingly worse than the previous one.  

In an attempt to dramatically impact the performance of the neural network, I decreased 
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the number of hidden neurons down to 512 on the first hidden layer and 256 on the second 

hidden layer. The final activation function was also modified to a sigmoid function as opposed to 

softmax. As a result of the changes, the score increased to 0.77 after the training step.  

Additional attempts at improving the performance were made by adding residual/skip 

connections [10] to the neural network. In an early attempt at residual multilayer perceptron 

models, I created a neural network with an input layer, 5 hidden layers, and an output layer with 

sigmoid activation. The 5 hidden layers had the following hidden neuron counts: 784, 512, 512, 

512, 256. The model also consisted of 2 residual connections - one from the input layer to the 

third hidden layer and another from second hidden layer to the fourth hidden layer. The selection 

of the residual connections were arbitrary. Upon testing the model, the GAP score resulted in 

being 0.783 - a significant increase from the previous models. To further test the performance of 

residual connections, I created an additional model that was much deeper - 1 input layer, 9 

hidden layers, and 1 output layer with sigmoid activation. The first hidden layer consisted of 

1536 hidden neurons while the rest all contained 1024 hidden neurons. Residual connections 

were made between the following layer pairs: (0, 3), (2, 4), (4, 6), (6, 8) where 0 represents the 

input layer. The resulting performance was 0.79351 - a major increase from the previous more 

shallow model. In the future, I will refer to this model as MLP A.  

My final multilayer perceptron model involved a few additional concepts. I will refer to 

this model as MLP E later in this paper. The overall structure consisted of 1 input layer, 3 hidden 

layers, and 1 output layer with sigmoid activation. After each of the hidden layers with ReLu 

activation was a dropout layer [12] with 50% probability of keeping the neuron. While 

initializing the model, another version of the model input was created by multiplying the model 

input by a set of randomly initialized weights from a normal distribution with a standard 
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deviation of 0.01. The original model input was still fed into the input layer, but the modified 

input was added to the output of the second and the third hidden layer. Each of the hidden layers 

consisted of 4096 hidden neurons. The performance of this model came out to be 0.80180.  

Based on the analysis on multilayer perceptron models' performances, it seems that the 

sigmoid activation function for the output layer performs significantly better than the softmax 

activation function. A possible reason may be because softmax ensures that the sum of the 

probabilities of the outputs is 1, whereas the sum of probabilities with sigmoid activation may 

exceed that and, therefore, contain additional labels that could result in a higher score. Based on 

the results, it also seemed that 2000-3000 hidden neurons, by themselves, resulted in some 

overfitting. Adding dropout layers after each of those layers tended to make the performance 

better. Lastly, adding residual connections seemed to drastically improve the performance of the 

neural networks. Possible experiments in the future may include testing more variations of the 

number of hidden neurons and layers, as well as adding more extensive and conclusion 

experiments on the difference between sigmoid and softmax activation functions. 

Autoencoder 

An additional model I used for experimentation purposes was the autoencoder neural 

network [11]. The reasoning behind such a choice was due to the fact that autoencoders are 

forced to learn a compressed representation of the input due to the number of hidden neurons 

being much less than the input and output size [11]. In my own implementation of the neural 

network, there is 1 input and output layer, and 2 hidden layers. The hidden layers contain 1152 

and 300 hidden neurons,  respectively. The idea is that the hidden layer containing the 300 
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hidden neurons would be forced to detect any significant structures or patterns in the data before 

sending them to the output layer. After just the training stage, the autoencoder model scored a 

GAP of 0.69. Due to time and resource constraints, the model was not continued with any 

further. Possible future experiments would be to complete the evaluation and inference 

processes, reduce the number of hidden layers to 1, and to modify the number of hidden neurons 

based on performance. 

Convolutional Neural Network 

Due to the extreme success in applying convolutional neural networks to image 

recognition problems, I decided to test their performance on the YouTube-8M dataset [9]. Since 

image data is essentially a 2-dimensional matrix with values inside, it's possible to manipulate 

the model input to be the same shape. For my initial implementation of a simple convolutional 

neural network, I first reshaped the model input to batch size x number of features x 1, where 

batch size corresponds to the hyperparameter, number of features corresponds to 1152 (both 

video and audio data), and 1 corresponds to the last dimension to fit into a convolution layer.  

The simple structure of my convolutional neural network consists of a 2-D convolution 

layer with a kernel size of 1 and an output size of 32, a max-pooling layer with a kernel size of 1,  

a flattening layer, a fully connected layer with ReLu activation and 6000 hidden neurons, a 

dropout layer with 0.5 keep probability, and then an output layer with softmax activation. The 

final GAP score resulted in being 0.69569 - significantly less than the multilayer perceptron 

models.  
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Despite the poor performance of the convolutional neural network I implemented, I 

strongly believe improvements can be made to it. Possible improvements may be further 

manipulating the model input to be able to use a 3-D convolution layer, using larger kernel sizes 

to retain important information, increasing the output size of the convolution layer so that more 

of the structure of the data may be kept, and also increasing the depth of the network. 
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Chapter 8 Video Understanding Ensemble Approaches 

To achieve a higher GAP score towards the end of the competition, I employed various 

ensemble approaches to my existing models. All of the ensemble methods that I used can be 

divided into 2 primary categories: ensemble learning with the models themselves or ensemble 

learning with the submission comma-separated values (CSV) files.  

Ensemble Learning with Models 

Having already experimented with many different types of models, I decided to see if 

combining them together might further improve the performance. Due to the submission CSV 

files containing the predicted labels and probabilities, I decided on an averaging method for the 

ensembles as opposed to others such as majority voting.  

The first ensemble I created consisted of 4 neural networks. Each of the neural networks 

were the same: an input layer, 1 hidden layer with 2048 hidden neurons and ReLu activation, a 

dropout layer with 0.5 keep probability, and an output layer with sigmoid activation. The 

ensemble model trained all 4 of those neural networks in parallel, took the output predictions, 

summed them up, and then multiplied that total by 0.25 - essentially averaging the outputs. When 

training the neural networks individually, they each received a training GAP of approximately 

0.71. Upon averaging the outputs, the training GAP resulted in being 0.74 - a slight increase.  

The second ensemble approach also used the same base learning algorithm of the 

previous method, but instead it contained a stacking methodology. Instead of simply averaging 

the outputs of the 4 neural networks, I concatenated the outputs from the 4 models and fed them 

into another neural network as model input. The latter neural network consisted of an input layer, 
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a hidden layer with 2048 hidden neurons and ReLu activation, a dropout layer with 0.5 keep 

probability, and then an output layer with sigmoid activation. The resultant training GAP score 

came out to be 0.65, which is substantially lower than both the previous ensemble approach and 

the single neural network. 

Having seen that model averaging did boost the overall performance, I decided to test the 

concept on my best single model, the MLP E (as mentioned above). To experiment with various 

approaches, I built 2 ensembles - one consisting of 2 MLP E models and the other of 4 MLP E 

models. I also did modify the base learning rate to be 5E-4, just as I did with the base MLP E 

model. The final GAP score of the 4-model ensemble was 0.76885 and the final GAP score for 

the 2-model ensemble was 0.79143. The results of those 2 ensemble approaches proved to be 

surprising, especially since the initial 2 ensemble approaches showed promising results when 

averaging the outputs of models together.  

To test the ensemble approach even more, I decided to instead use it on the MOE C 

model as mentioned previously. I also created 2 separate ensembles for the MOE C model - one 

with 5 models and another with 2 models. The final GAP score of the 5-model ensemble came 

out to be 0.77727 while the 2-model ensemble resulted in a 0.77686 final GAP score. Those 2 

ensemble models with MOE C actually did show a performance improvement over the single 

MOE C model - although a minor increase. 

Having seen the results of the model ensemble approaches, it's hard to draw any 

significant conclusions from such fusion approaches. Possible future experiments would be to 

test additional counts of the base model, possibly combine different models so that it's 

heterogeneous, and also to test other base learning algorithms in the case that there are specific 

ones that tend to benefit more from the ensemble approach. 
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Ensemble Learning with Submission Files 

In addition to ensemble approaches with the actual models, I also experimented with 

combining the submission CSV files generated from the model outputs.  

The first attempt at this approach was with the submission files from the MLP E model 

and the Mixture of Experts model with 7 mixtures. As a reminder, the MLP E model submission 

file scored a final GAP of 0.8018 and the Mixture of Experts model with 7 mixtures submission 

file scored a final GAP of 0.79244. After averaging the outputs of both submission files, I 

received a CSV file that resulted in a 0.81133 final GAP score - an increase of .00953 from the 

highest scoring file. 

To test the concept with additional models, I constructed an averaged submission file 

from the MLP E model, the Mixture of Experts model with 7 mixtures, and also the best 

performing logistic regression model - which scored a GAP of 0.75. After submitting the 

averaged file, I received a final GAP score of 0.80618. Despite the significantly weaker 

performance of the logistic regression model, the overall performance of the final submission file 

did not decrease that significantly; in fact, it still increased from the highest scoring model - 

MLP E. 

Due to time and resource constraints, I was only able to experiment with one more. The 

final test combined the submission files from the MLP E model, the Mixture of Experts model 

with 7 mixtures, and also the MLP A model (as previously mentioned). For reference, each of 

the models had the following GAP scores: 

 

MLP A: 0.80118 

MLP E: 0.79244 
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Mixture of Experts with 7 mixtures: 0.79351 

 

Upon averaging the 3 submission files together, the final CSV file received a score of 

0.81587 - a .01469 increase from the MLP A model. 

 Possible additional experiments would involve testing many more different combinations 

of the models' submission files. There is strong evidence, from past research, that the less 

correlation there is among the models in the ensemble, the greater the increase in accuracy of the 

overall model [13]. One combination I believe would have yielded a much greater score increase, 

due to the diversity, is the MLP A model, MLP E model, Mixture of Experts model with 7 

mixtures, and also a frame-level model such as the LSTM model provided. 
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Chapter 9 Applications 

By participating in the competition and sharing my results, I am extremely grateful to 

have been given the opportunity to participate in such ground-breaking research. I am excited for 

the future applications that advanced video recognition is able to bring about. Based on my own 

research, I have found the following areas to be ripe subjects capable of being revolutionized by 

scientific advances in video understanding: video recommendation and search, safety and 

security, transportation, robotics, and video analytics. 

 

Video Recommendation and Search 

A prime example of a video recommendation situation is YouTube. YouTube poses one 

of the most complex and daunting video recommendation problems to the scientific community 

due to its sheer size and scale. It's estimated that, since its launch in 2005, YouTube contains 

over 45,000,000 videos - a number that is constantly growing [2]. Every minute, an estimated 

seven hours of video is being uploaded to the massively popular site for everyone [2].  

According to the current publications on the YouTube recommendation algorithm, graph 

structures were extensively used in the user recommendations until deep learning approaches 

were discovered to perform better on such a problem [2, 3]. Based on [3], two neural networks 

are effectively used in the process - one for candidate generation and another for ranking. The 

candidate generation network essentially generates a list of possible suggestions to the user. The 

generation network then sorts through those recommendations to assign specific rankings to the 

videos based on the user's history and preferences. The inputs to the networks are typically the 
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video IDs, search query tokens, viewer demographics, and co-viewer statistics.  

A notable observation I noted from reading through the papers is that the 

recommendation algorithms do not directly suggest videos based on the actual content of the 

video. Instead, much of the suggestions are based on the statistical summaries computed from 

co-viewing habits and personal viewing history. Immediately I am able to see the potential for 

video understanding research from the YouTube-8M dataset. With increased progress in building 

models to understand the actual content and subject matter of videos, I strongly believe video 

recommendation can be made significantly better than it already is. As a YouTube user myself, 

there are still times when I am confused as to why I am recommended a specific video that seems 

to be completely unrelated to the ones I've been watching. Rather than solely depending on video 

viewing statistics, demographics, video IDs, search query tokens, and co-viewer statistics, adding 

inputs based on the actual content of the videos will significantly boost the relevance of 

suggested videos. As the technology gets even more advanced at recognizing specific objects and 

actions within each video, even more detailed analytics may be garnered and thus leading to the 

optimal recommendations.  

Video search is another strongly related problem that is entirely capable of being solved 

with advanced video understanding techniques. If the models were able to understand the 

specific content in each video and generate advanced analytics on each one, traditional search 

algorithms would be able to parse such statistics to search for related objects.  
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Safety and Security 

Another area ripe for improvement is video surveillance. With the increasing mobility 

and advances in technology today, increased security is also a necessity for many to feel 

comfortable. Even today, there are still human security personnel manually watching security 

camera footage for any suspicious behavior. It's a well-known fact that human attention to detail 

is substantially decreased as time progresses, which then also reduces the chances of a human 

detecting unusual circumstances or responding to immediate threats [14].  

Much of the security cameras today are used for two purposes: real-time threat detection 

and forensic investigation. For both purposes, identity tracking, location tracking, and activity 

tracking are 3 important features to keep note of in video surveillance [14]. Identity tracking 

helps to see who the person or what the vehicle is. Location tracking helps to see where the event 

is occurring, and activity tracking detects what exactly is happening. Despite the many advances 

in saliency detection and camera technology, much can still be improved for all 3 features with 

increased research in video understanding [14]. 

Activity tracking is one feature that is extremely closely related to the content of the 

YouTube-8M competition. Being able to detect the specific action in videos is crucial for 

understanding the world in front of the camera. Location tracking and identity tracking are also 

closely to image recognition, but may also be significantly improved with the dimension of time 

added into video. With time added, additional analytics are able to be gained such as the pace at 

which the subject is travelling and the rate of activity occurring in the surrounding environment. 
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Transportation 

Self-driving cars are all the rage right now as various companies all vie for position in the 

technology that could disrupt all of transportation.  As of now, there are various different ways 

that companies are using to essentially allow the vehicle to "see" the world around them - 

LIDAR (Light detection and ranging), radar, and vision techniques [15].  

The choice of using video techniques has proven to be the cheaper alternative - with only 

a few cameras necessary for the car to view the world around them [15]. Despite such advances, 

the object and content detection occurring in such technologies are typically using image 

recognition models. With the addition of video recognition models, such vehicles are then able to 

obtain abilities akin to a human eye and be able to see their surroundings in real-time. With such 

an increase in visual senses, more data is able to be aggregated to eventually result in safer and 

more reliable self-driving vehicles. 

Robotics 

Similar to self-driving vehicles, robots may also greatly benefit from abilities akin to 

having a human eye. According to [1], the researchers were trying to teach robots to learn 

manipulation actions from simply watching videos - which could potentially lead to 

extraordinary results. Based on [1], two different convolutional neural networks were used: one 

was used to classify the hand grasp type, while the other was used for object detection [1]. The 

researchers only categorized the hand grasp types into six different categories, depending on the 

situation. Imagine a human eye only being able to view the world in step-by-step images. To 

learn to grab an item, a human would then only have a limited number of specific grasp types to 
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pick and only a limited way to hold an item. What about the intricate details that go into hand 

movements and real human interactions? 

Simply put, images are only capable of providing blocks of information with no notion of 

time sequence or connection. With videos, data about each specific detail of a movement and of 

the exact timing of human interactions is able to be captured within the sequence of frames. With 

advancements in video understanding, we will eventually be able to reach that point. In order for 

robots to perform human chores such as doing the laundry, cleaning surfaces, and cooking meals, 

they need to be able to view their surroundings as human do in a continuous and sequential 

manner. 

Video Analytics 

We live in a world today where data is the key to truly revolutionary technological 

advancements. Perhaps the most important application of video understanding research is being 

able to supply data for everything and anything ever recorded through video. 

Having the ability to understand the content of videos, technology will be able to assist us 

with tools such as automatic generation of "table of contents" for videos and video descriptions. 

By being able to analyze the entire video and distinguish between the separate pieces, it will be 

possible to have a section list automatically generated for us so that it's possible to immediately 

skip to a specific time in the video, rather than having to manually search for it. Once it's 

possible to analyze each of the smaller sections of the video, models will be able to generate 

specific descriptions for the one activity/event occurring in that section. Then with a high-level 

model, all of the individual video section's descriptions could be parsed to generate an overall 
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description for the entire video automatically.  

Chapter 10 Future Work 

Video recognition is an exciting area of research that has the potential to improve many 

of the existing technologies that we have today. Due to my lack of time and resources, I was not 

able to experiment or research all that I could have. 

A couple public models that I would have liked to experiment with are the VGG16 [16] 

and GoogLeNet [17]. Each of those models have proven their exemplary image recognition 

accuracy in the past, but I am very curious as to how their performance on the YouTube-8M 

dataset may be. 

An additional idea I have been interested in exploring is extracting other features from 

YouTube videos to see if they may increase the power of existing models. Based on my 

reasoning, I believe it may be best to extract features that are universal to all video formats so 

that the data wouldn't solely be limited to YouTube. Some possible areas for extraction may be 

the video length, the level of activity in the video (perhaps measured by RGB fluctuations), and 

the date of video publication. 
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Chapter 11 Conclusion 

In this paper, I provided an overview of the Zillow's Home Value Prediction Challenge 

and YouTube-8M Video Understanding Challenge hosted as Kaggle competitions. Then, I 

discussed my approach to each competition and provided the specific performance scores for 

each of my models. Towards the end, I also detailed each of the model ensemble approaches that 

I did to provide a significant boost in my overall competition score. Lastly, I discussed several 

possible applications of the YouTube-8M dataset and my ideas. Machine learning, especially 

being applied towards video understanding, is a very exciting area of research right now, and I 

am extremely grateful to have been able to participate in such a competition meant to push the 

boundaries in the subject matter. 

I would like to thank Google for providing the YouTube-8M Tensorflow Starter Code, 

which has helped me tremendously as this was my first jump into the fascinating world of 

machine learning. 
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