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ABSTRACT

Agriculture is essential for our survival, and that is why it should be made as efficient as
possible. In this thesis, an algorithm capable of recognizing Christmagtessal imagesvill
be developed. The objective is to reduce the amount of warlefameed to do to count the
trees and make their inventory management much more informative and efficient. The farmers
will use drones to acquire aerial images of the farm. These will then be fed to a prototype
program that finds the geographical locatudreach tree and stores their information. Two
different methods were testdist deep learning and then and a more deterministic approach.
The machine learning method was not successful because of many reasons, like the lack of a big
data set. On thetloer hand, the deterministic approach proved to be accurate. It uses thresholding
and pattern matching as its main components. The results of this method were then tested using
different parameters so that the most efficient configurations could be definee the position
of the trees is founoh pixels then the information has to be extractedfoun a DEM GeoTIFF
image and stored in a CSV file. Finally, the prototype program was developed and specified to fit

user needs.



TABLE OF CONTENTS

LIST OF FIGURES...... ..ottt et e e e e e nneeas iii
LIST OF TABLES ... ..ottt v
ACKNOWLEDGEMENTS ..ottt ieee ittt smme e e e e e i
Chapter 1 INTrOQUCTION. ........uuiiiiiiiiiiiiiic ettt rr e e e e e e 1
BaCKGIOUNG.......ccoo oo emrnnnnes 1
TRESIS STTUCTUIE. ...ttt e e e e e e e e e e e e e e s e 3
Chapter 2 Literature REVIEW.........cccuuuiiiiiiiiiieeeiiiiiieieeee e eeeesee e eeeeeeaeeeeas 5
HISTOIY OVEIVIEW. ...ttt ettt mmne e e 5
Past and SIBI WOTK...........uuiiiiiiiiiiiiiii et 6.
Difference and IMPOranCe..............uuuuuiiiiiiceeerr e eerr s 7
Chapter 3 DEeP LEAIMIMG .. ..ceeiiiiiiiiiiee et 9.
Evolution Of ObjeCt deteCtion.............uuuiiiiiiiiii et 9
TensOrFIOW INtrOAUCHION.........cuuiiiiiieee e 14
The iImage dataset.........cooooe i e 15
Training 118 MOAEL........uiiiiiiiii e 19
TS U 20
Chapter 4 Deterministic MethQd............cooooiiiiiiiicceii e 21
GIMP Maximum RGB algorithm............ccooooiiiiiie e 21
Main AIGOTtNM .....ooii e e e e e 23
Color detection in HSV Color SPace..........ccvvviiiiiiiieeciiiiiieeeeee 23
Morphological Transformations...............iiiiieecieieeieeeeeeeee e 27

(2] [0] o Jo (2] (=1 1] A WP 30



AJUSTING PArAMETELS ....uiiiiiiiiiiiiiii et 33
Visualizing the algorithm...........ooooiiiiiiee e 33
Chapter 5 Evaluation of Deterministic Approach............cccccooviiiieeee e, 35
Defining the trees real POSItIONS............oovvviiviiiicreeeeeee e e 35
Expected outcomes and cost function determination.............c.ccccoeveeeeenee. 36
Best parameter CONfIQUIatioN.............uueeeeeeiiiieeeiiiiiiei e 40
Chapter 6 Data extraction and StOFrAQgE..........ceeiiieeeeeceeericeie e eeeeen e 49
TIFF fOrMat @nd USE........uuuiiiiiiiiiiiiiii et e e e 49
Extracting and fixing the tree properties............ccccccviiviimemnncnccciiieeee 52
Importing information t0 CSV file..........uuuiiiiiiiiiii e 54
Chapter 7 Final Program DeSIgn..........cccooviiiiiiiieeee e eeeeeeeeeeeevmmme e 55
Uploading the images and additional files.................cociiiicccreeeiiiccenn 56
2] [0 o QY] 1= ox 1 o] o P 57
SaMPIE tre€S SEIECTION. ... ...uuiiiiiiiiiii it 58
Raw results and editing...........coooiiiiiiiiiiiieee e 59
REVIEW WINAOW.......eiiiiiiiiiiiiiiieeee e neea e e e e e e e e e e 61
Chapter 8 Further Research and Closing Remarks............cccceevvieeceiiiviininnenn. 62
@0 o Tod 11153 [0 o S 62
FULUIE WOTK. ... e 63
Appendix A TensorFlow Installation INStructions.............ccccceeviiceeeee e, 64
BIBLIOGRAPHY ...ttt seeetitt ettt e e e e e e e e e emmre e e e e e e e e aaaaaaaae e s e e s snmmneeesd 65

ACADEMIC VT A et eeeees 68



LIST OF FIGURES

Figure 21. Apple orchids with a lens distortion................ccoovvvviieeeeeeeeeiieeeeeiiinns 7

Figure 31: The representation and matching of pictorial structures, Fischler and
STl ] = T L= I A 9

Figure 32: Example of edge detection...............oovuiiviiccciiiieiiiiiiicee e 10

Figure 33: Examples of original zip codes (left) and normalized digits from the test set
(right), Lecun et al., 1989.......cccooiiiiiiiiiieeeeeee e 11

Figure 34: The structure of the neural network developed by Lecon et at. In..1989.

Figure 35: Comparison between object classification and object detection.....12

Figure 36: Example of Histograms of Oriented Gradients (HQG).................... 13
Figure 37: R-CNN object detection System OVervieW. ..........ccuevvveeeiieeeievvnnnnne. 14
Figure 38: Image of the entire farm, with 31178 by 17723 pixels..................... 16

Figure 39: Ten sample images obtained from the main farm image. These are the type of
images used to train the Model...........coooeiiiiiiiieeeii e, 16

Figure 310: Screenshot of labellmg and how its user interface looks. Each one of the
trees already has a define bounding box and a category assigned.......... 17

Figure 311: Sample TotalLoss graph represents how good it performs. The horizontal
axis is the number of steps needed................eueiiiicceeeiiiiiiicee e, 19

Figure 41: A sample of the farm picture (left) and the result once the Maximum RGB
filter was applied (Fght)u. ..o e, 22

Figure 42: The threedimensional representation of the RGB (left), CIELAB (center),
and HSV (right) COlOr SPACES........ciiiiii e 25

Figure 43: The cropped image obtained from the main farm picture that will be used for
testing and designing the deterministic approach...............cccovvivvnnennn. 26

Figure 44: The resulting mask obtained by applying a thresholding operation to the HSV
image using the manually determined limits...............ccooovviiiccciiiie e eeeeeinnnn, 27

Figure 45: Erosion applied twice to the mask (figurd¥with a kernel of size 5x38

Figure 46: Dilation applied twice to the eroded image (figusé¢)4vith a kernel of size



Figure 47: Distance transform of figure@l It has been magnified and cropped for
(o 15 o] F= 1T g o T 010 [ 010 1S =R 30

Figure 48: Template sample (left). It is defined by the radius and gap values. Distance
transform of template sample (right). Both images have been overly magnified for
dIiSPlaYING PUIMPOSES......ceiiiiiiiieiieeee e 31

Figure 49: Temple matching result (top). Maxima resulting from threshold filter
(bottom). Both images have been cropped and magnified for displpgges.32

Figure 410: The resulting image obtained by using the deterministic method being
described. The image has been cropped..........ccccooviiiiiicce 34

Figure 51: Sample image of manual tree selection program. Each blue circle represents
the center of a tree. The rectangle represents the last selected treetatsl wha
defined boundaries are.............ooooiiiiiiieen 36

Figure 52: Visual and quantitative results from the evaluation of the deterministic
method. Therue positives are shown as the blue circles, the false positives appear in
red, the false negative as green dots and the circles that have more than one tree are
N YEIOW. e 39

Figure 53: Histogram of the radii values obtained from the manually selected4ees.
Figure 54: Threedimensional plot of the radius, gap, and evaluation score....41
Figure 55: Plot of score vs gap when the radius is equal to the real average.#églius.
Figure 56: Threedimensional plot of the radius, gap, and true positive scare.43

Figure 57: Plot of true positive scervs gap when the radius is equal to the real average
7= 10 [0 PO PPPPPPPPPPPPP” 5

Figure 58: Threedimensional plot of the erosion, dilation, and evaluation sca#s
Figure 61: A standard color ramp to represent the elevation of the entire farndhrea.

Figure 62: Contour lines from a raster elevation data. It is zoomed into a closer section
of the farm so that the lines are visible.............co e, 51

Figure 71: Diagram of the program screens flow. It shows the process the user has to go
through and what the different options are.............ccoovvviiiccciiii e, 55

Figure #2: Flowchart of the process needed to obtain the images that will be used by the
(010 (= 1 1 o P SPPRUPPN 56

Figure 73 : Upl oad window with the opt.i.B/in to

st art



Vi

Figure 74 : Upl oad window with the option to Arevi e

K] (ST =T o PSP TPPRTTRTRPP 57
Figure #5: Block selection window. Notice that all the blocks were defined but only 1

and 5 are being analyzed.............coooooieiiiieeeii e 58
Figure 76: Tree SeleCtion WINAOW..............uuuuriiiii i e e e anneeae s 59

Figure #7: Editing window. The raw results are presented, and fixes can be done in this
Section of the Programi...........oooo i 60

Figure #8: Advanced thresholding window. This is not a very #igendly method since
it requires understanding color space and how thresholding watks.......... 60

Figure 79: REVIEW WINGOW.........uuiiiiieii e ee e ceeeicie e e ee et enne e e e e e e e e eeeeanenens 61



Vii
LIST OF TABLES

Table 51: Simple representation of the grouping of the three categories that will be
consdered for the creation of the cost functian...............cooevvvieeen e, 37



viii

ACKNOWLEDGEMENTS

| would like to thank my thesis supervisor Dr. H.J. Sommer 1l for all his help and
guidance throughout the entire research and writing prolcessit to give a specidghanks to
Dr. Tom Warms for introducing me to the amazing world of computer science and teaching me
that there is always more to learn. Thank you to Prof. Janice Margle P.E., Dr. Mikhail Kagan,
and Dr. Marcus Besser for being so influential for me andtodiess over the past years. Thank
you to my family for all their support and love, especially my mother for being my role model
and source of inspiration every day of my life. | want to thank the Government of Ecuador for its
support. Finallythank you tall the wonderful people | have had the pleasure of meeting during

my Penn State experience.



Chapter 1

Introduction

Background

Agricultureis essential to our everyday life. Althoughs oftenforgottenand not give
the importance it deserves, it has been a center of attention since the beginning of humanity.
There have been uncountable changes in thefoayisgrown and harvesdthroughout
history, but surprisingly, many @fie most revolutionary improvements occurred in the past last
century. These advances are all thanks to the development of new research areas and the
exponential growth of computational power.

The list begis in the 1960s with an initiative knownth&n Gr een Rev ol uti on. ¢
primary objective was for the United States to share their agricultural technology with as many
developing countries as possible. Some of the techniques passed to these nations included
pesticides, fertilizers, and mechanization; but unarguably, the most influential was the
introduction of many higlyielding varieties of crops. Although it had its fair share of criticism
and by itself already represented a big geographical challengges attributed to saving about
one billion people from starvation.

The next significant discovegccurredn 1974 andvasa new type oherbicide that
uses Glyphosate. It was used mainly for selective weed control, making it possible to save
thousands ofrops and therefore increase the total global crop yield. It is still being used today

but is debatable what potential health risks it could have for farmers and consumers.
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INnthel®60 6 s t he first r ot araydwauld meke tieedirewe r e |
harvestprocess faster and more efficient. One of the most impacting and controversial
discoveries came in 1982 when the first genetically modified crop plant was made. It was a
tobacco plant with antibioticesistant properties. Scientists were now é&bl@tergenednside
the plants giving them many resistant properties. Thexpublic debateabout the effects on the
humansand how dangerous they can be, but in reality, there is already a vast scientific consensus
(by many respected leading healtiganizations) that it poses no more significant risk to human
health than conventional food.

The main advances in the last two decades are related to the use of GPS and earth
mapping technologies capable of giving farmers an overhead look of their arrfeture
plantinglocation. Information became much more accessible and sharing it became easier than
ever, allowing farmers to be alert for plant diseases and weather conditions.

All these changes exponentially improved the amount of lnmdansare ca@able of
growing, but they also created an increasing concern regarding the risk to the agriculture
workforce. With the widespreadseof herbicides and pesticides, it became clearer that they had
a strong correlation with the health of the farmers. Nafdlcus has shifted to finding
innovative and efficient methods that protect these workers from unnecessary physical effort and
exposure to dangerous environments.

The most recent technological advances in computation and accessibility to unmanned
aircrat, such as drones, create an extraordinary opportunity to keep pushing agriculture to new
limits. Currently, there are many fast and efficient ways of harvesting crops; the problem is that
there isno outstanding method teeep an accurate inventory befdrarvesting. Managing the

number of trees or plants on a fabecome®ven more complicated as the farm increases i

nt
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size. The best method used by most workers is to go through every row inside a cultivated field
block and count every single tree withandheld clicker. This task can take hours or even days
and end up being an overall highly exhaustive physical activity. The clicker will give an estimate
of the number of trees in a field, but illmot include information such as the location, height,
type, or health insights of each tr@e. that end,nventorymanagemerthrough the use of

unmanned aircraft is the focus of this research.

Thesis Structure

Two different methods were used as approaches to the tree recognition objective, a
machine learnig methodanda deterministic approach. The thesis structure will begin with a
historicaloverview of the past attempts for similar problems. The thesis will be highlighted, and
its contribution will be explained. The next chapters are mainly dividedhettwo different
methods. The way both methods work will be explained in depth. It begins with deep learning
A quick overview of the evolution of deep learning is givemdthen TensorFlow is introduced.

The next sections introduce the way the model developed and how it was trained. Finally,

the results and their analysis are presented. This approach did not give any promising results and
the explanation for why this could be explained in the chapter too. Because of these results, only
one chapter as dedicated to this method.

The next chapters are all focusatthe deterministic method. Chapter 4 explains how it
came to be and exactly how it works. Every step of the deterministic algorithm is highlighted and
explained with some quick background information. Then chapter 5 focuses mainly on how to

evaluate the gbrithm. This chapter is very important because here is where it is tested, and
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many beneficial changes are implemented. With the algorithm already revised and working as
expected, chapter 6 will review the method used to extract the information ouirobties
based on the results of the deterministic algorithm. The main objective is to develop a prototype
program that can be used by farmers, and that is what chapter 7 covers. Thefdasign
program is laid outandeach feature that is expectedtitsiexplained. Finally, chapter 8 closes
the thesis with the conclusions and what work still needs to be done in the Thieiede

developed in this thesis can be obtained by request



Chapter 2

Literature Review

History overview

Invertory management in agriculture is an area that has needs to be improved and
updated to the current technological standards. This research will focus solely on Christmas
trees Their shape is more uniform amdll provide a model that can be practically eaddled in
a simple user interface.

Thestudyof object detection has been in development for the last two dedémefrst
efficient detector was used to identify faces and was made in 2001 by Paul Viola and Michael
Jones. They coded features and retegiwhich would then be fed it into a classifier. Recently
deep learning has had an explosion, and that is due to the incredible amount of data that is
recorded on a daily basis, but also to the improvement in computing power. Even though this is
the caseit is still complicated to use and as mentioned before, requires large sets dhdata.
methodwill be explaedas well asa deterministic approach for a more manageable scale.

By using the application procedures done by Brian Th{889)in his stwly, different
computer vision opesource libraries for Pythonill be reviewed He describes some of the
capabilities these libraries have. It is an excellent introduction into how the software analyses
objectsin an image. It also includes insight into best practices to make the code faster and more
efficient. Python will be used because it is one of the most conprmgramming languages and

is not hard for another programmer to interpret the code since it akieidsé of a lot of
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definitions. OpenCV is the librampat will be usedand as stated by Thorne, it is written in C
which ensures fast and portable code. It is also essential to understand how to apply these tools to

trees since it is a much more compperblem.

Past and similar work

Richard Pollock (1996) implemented computer vision to analyze cool temperature
forests. They trained the machine to differentiate individual trees. This approach yielded
different types of problems which they address andrdes] in detail. The relationship between
the various neighboring trees and the position of the sun at the time of taking the picture are just
some of the presented issues. To tackle this problem, they created various synthetic tree crown
images based ansmall sample of the trees in the picture. Not only does this allow the computer
to create a training set to work with but also reduces the amount of manual work since the
programmer no longer must delineate individual tree crowns. They discovered kiegfpiryg a
reasonable recognition probability of fifty percent, they could still get a considerably useful
training sampleTheir codeémplements various contrasting techniques that create visible
boundaries between the tree crown region and the surrauimad@ge region. Most of the trees
that were analyzed were coniferous trees meaning they have a much symmetrical shape and are
thus easier to recognize. They concluded that their software was indeed capable of finding some
of the trees in the pictures buadhproblems mainly because of theagequality. Image quality
can be improved by usirggdrone that can come extremely close to the ground and take very

detailed photos of the trees.



7
Connor Disco (2016) conducted ardapth study on the different walydrared light can
be used to determine plant health and how this technology can be applied. One of the places he
obtained his testrasfrom the Russel E. Larson Agricultural Research Center located southwest
of Penn State University. He specified somé&efissues when taking images because of the

distortion involved as can be seerfigure 2-1.

Figure 2-1. Apple orchids with a lens distortion.

Difference and importance

The suggestions given by Thorne (2009) willused as dase guide to the general
problem. It gives insight into what thestapproaches are and how to create different
background subtraction and image recognition techniuegyestionprovided by Pothck
(1996)will be usedo devise constraints based on the physical properties of individual tree
crowns.

An unmanned aircraft will be used, specifically a DJI Phartaimone. It will
collect highquality aerial pictures by following a predefined GRfhp These pictures will then

be processed using two different image analysis methods.TerstorFlow will be used tivain
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and test an object detectiorodel The second option will be to use a deterministic approach
using computer vision libraries suas OpenCV. Once the trees are detected, they will be
counted, and their location together with other relevant information will be saved inside a
database. This research is relevant because it aims at detecting tress using newly available tools
and methosdl. It will also create a final prototype product that includes an easy to use interface

and that is accessible to farmers and other workers in agriculture.



Chapter 3

Deep Learning

Evolution of object detection

Computer vision started around 1966 when Marvin yns computer science professor
at the Massachusetts Institute of Technology, asked one of his students to connect a camera to a
computer and then get it to describe what it sees. The project failetisucceeded by pushing
the development in this axeMany of the current computer vision algorithms being used now
where structured then. The challenge at the time was to find a way that the machine could
distinguish if a facevaspresent or not in a given image. In 1973, Fischler and Elschlager created
arepresentatioof the relations between the different features of a human face and called it a
constellation model (figurd-1). Their results were useful, but they were gmdbdenough to say

that the challenge hdzken solved

Figure 3-1: The representation and matching of pictorial structures, Fischler and
Elschlager, 1973
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During the 19800 samepgessimiseddut thee ovimolm areai Magy b e c
promising pr o jfaded orsvereabatondd €he averly &xaggerated expectations
and hype around artificial intelligence begin to tumble. These events create what is now known
as Al Winter, a time where people ¢t out past ideas arsfaredbuilding back from scratch.
This change included eoputer vision since it is a branch of artificial intelligené&esearchers
decidedo leave the face recognition conceptstandby and go back to the basics. Edges
becomehe center of interest in this new direction. It egith David Lowe researchinie
mathematical properties and organizatioeagesn 1984. Two years later, John Canny

developed a computational approach to edge detection similar to the one seen Biigure

Figure 3-2: Example of edge detection

The first working method for image classification occurred in 1989 when Yann Lecun
and his ceauthors designed an algorithm to classiéndwrittendigits. The first step was
fiConvolutiord because it would involve applyingcanvolutionfilter in order tosimplify the
image. Filters are useful because they are operations thia¢ ciomeacross the entire image.
The second st episprimargasHisitodakle the Regponke frong the lastpand

shrink it. Then these two steps would keep repeating which would end up ceea@ngrely
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working neural network. This method turned to be surprisingly efficient at classifyingahgits

seen in figure-3 and3-4 respectively.

14184
- % 161 1915485736803 226k
Lo Vllf e (3£37202992997223100%¢701

o lame  308A44ASTI0]061S¥0610363!
oo ! (OLY1110304752020079T79966
05453 891 A05LTRB8SSFIII¥RT95S460
SR, Lol T2S01871129950%997098Y
7722 ¢B) ©109707591331972015517058
16753102SS (2514358010163

3CHE0 M g9 1787210 SSYCO3540035¥E05S
182551085030+ 75301319401

Figure 3-3: Examples of original zip codes (left) and normalized digits from the test set
(right), Lecun et al., 1989.
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Figure 3-4: The structure of the neural netwok developed by Lecon et at. In 1989.

At this point,a new branch of computer visiarascreated to delineate the difference
between object classification versus object detection. The task of classifying images consists of
deciding if an object is preseintan image and then defining its categ@y.the other hand,
object detection goes much further than.titatot only decides if thepecifiedobject is in the
image, but it also showexactlywhat its position is inside it. Bounding boxa® usually sedas
an output defining the limits of the object in question. A visual representation of their main

differences cabe seenn figure 3-5.
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Classification
+ Localization

Classification

CAT

Figure 3-5: Comparison between object classification and object detection

In 2001 Paul Viola and Michael Jones created an efficient face detection algorithm. It
was fast enough to be used in real time with a webcam stream. It went back to the idea of using
face featves and their inner relationships. It assumed that there were zones in a face that are
brighter than others because light usually comes from above. Although thasralaable
method for determining the position of faces, as soon as those faces would be at an angle
different to the one theweretrained they would no longer continue to be recognized.

A more efficient methoavas inventedy Navneet Dalal and Bill Triggs in 2005hey
called it Histograms of Oriented Gradients (HO@)e algorithm would look at its surrounding
pixels and draw an arrow, or a figradThsnt, 0 i n
step is repeated for every single pixel in the image thdie was a representation of the flow
from light to dark throughout all thacture Theimagewould thenbe brokerinto squares of
16x16 pixels eaclgndtheir gradients would be added up, the resultavssnplifiedimage with
its main features highlighd similar to the example in figuBe6. These gradients would thee

comparedo a HOG face pattern generated from a training set.
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Input image Histogram of Oriented Gradients

Figure 3-6: Example of Histograms of Oriented GradientdHOG).

Throughthe nextdecadethe focus shiftedlo creating enormous image datasets that
couldbe usedor training. Some of thprominentinclude PASCAL VOC (2007), Caltech
Pedestrian (2009), and ImageNet (2009). The next breakthrough occurred in 2012 and was so big
that it almost rendered the past two decades of research obsalete dibndy Alex
Krizhevskyand his team for the ImageNet Lai§eale Visual Recognition Challenge. He used a
Convolutional Neural Networks (CNN), which ha
digits. When they tried to us@NNsback in1989,they would only work well fodigits but not
for anyt hi ng esurgrisethe mainaliffeegence wag that eod there were many
growing image datasets and also an incredible amount of computational power was available.
Thanks tahis discovery CNN became the new standard fmage classification.

The problem was that it could only classify images but would not work for object
detection. The first approach was to take the classifier and make ir@aasnalleimage
created by a sliding box around the engilture The clasifier would return the objects a@ad

certaintyfor each smaller imagét theend,you would only keep the boxes that it waest
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certainabout This theoretically works but iactuallyvery slow, even with current computational
capability.

Two years lagr a much better technique was invented by Ross Girshick and his team, it
was called Regions with CNN features@RIN). It would use a process known as Selective
Search to look at an image through randomly placed windowtisl(region selected). It would
then try to group adjacent pixels by size, texture, color or intensity. Once the region proposals
aredefined,then a prdrained AlexNet and a support vector machine are used to identify the
object in the box. It then would run thex through a linearegression model that would tighten
its coordinateso only contain the objecA summary of this process representeth figure 3-7.
Currently,this approach ig1 a constant evolution process where new and faster madels

createckvery yearand thats why many other types of CNN willot be mentionedhere.

R-CNN: Regtons with CNN features

7 warped region lane? no.
g o |
T . H>| person" yes. |
=" 4 : CNNN :
Vo T 41tvmomtor‘7 no. |
1. Input 2. Extract region 3. Compute 4. Classify
image  proposals (~2k) CNN features regions

Figure 3-7: R-CNN object detection system overview

TensorFlow introduction

There are many ways image recognition can be implemented. Writing the code from
scratch could takeonsiderable timand is simply not worthconsidering that there are many

other tools available. TensorFlow is the new epeurce framework created by Géadt is
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used to design, create and train machine learning models. As its hame suggests, it uses tensors or
multidimensional data arrays to do many numerical calculations. By itself, TensorFlow has an
incredible amount of potential and can be used foostranything. Recently an object
recognition API (Application programming interface) was developed, and even with this great
section, it is still only one of the many different applications it can have. The API was trained
using the Common Objects in Coxtt¢ COCO) dataset. There are many different models, and
each one has a working speed that decreases as its accuracy increases. The models can detect
multiple objects in the image and then place a bounding box around each one. This API has been
praised foiits combability with many devices and in general how well designed it is. For this

reason, this method was chosen to begin developing a model that can recognize trees.

The image dataset

Because of the amount of training data that is required, the recatachapproach for
obtaining a large dataset is to look for images that contain the object online. The problem is that
there are not a lot of aerial pictures of Christmas tree or even pine trees, and if there are, the
camera is not pointed at a downward arag expected. For this reason, all the training data used
will come from cropped pictures of a farm located close to State College in Pennsylvania. The
images of the entire farm are about 31178 by 17723 pixels, one of them can be seen3n figure
8. Thesemages cannot be used for training, but as mentioned before, they can be cropped down
into manysmaller pictures. The first approach to this subdivision was to create rectangles of
about 500 by 300 pixels. The problem with this method is that many tketsecan be cut off in

the middle and be harder to label. It is also recommended to avoid all images from having the
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same size. For this reason, the best way to separate them was to manually select different areas
of the farm and make sure that they did overlap. A sample of ten of these areas can be seen

together in figure3-9. Therewere160 images once this separation was done.

Figure 3-9: Ten sample images obtained from the main farm image. These are the type of
images used to train the model.
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Once all the imagesereready, itwasnecessary to label the trees in each image. This
could be done manually, but as always, it is faster to gs@nalardizedool. In this case,
Labellmgwasused. It is a graphical image annotation tool that makes it faster and more
organized to label object bounding boxes in images. It is written in Pwid uses Qt for its
graphical interface. The installation instructions can be found in the corresponding GitHub
project. Once the program is installed and running, the folder with all the iwageslected.
The picturesvereloaded into the program awthe by one the tree selectimasmade. By
clicking and dragging the mouse the bounding Wwascreated. The first time thisasdone, the
name of the categowasasked. The objestasc a | | e dasseeniinfigure3él0. Once all
the imagesverelabekd, then the annotatiomgere saveés XML files in PASCAL VOC

format, the format used by ImageNet.
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Figure 3-10: Screenshot oflabellmg and how its user interface looks. Each one of the trees
already has a define bounding box and a category assigned.
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With all the images already labeled, they can be divided into two main folders: test and
train. About 90% should go to the train folder dhe rest to test. In this case, 20 random images
(image file and also its label XML) were selected and placed into the test folder; the rest stayed
in train. The next stewasto use the xml_to_csv.py script made by Dat Te017) He
developed a model &t would recognize raccoons, and for that, he created this useful tool which
is used to convert the XML files into one single CSV. The path to the train and test files should
be changed inside the script. A second script made byhsralsde used, it i€alled
generate_tfrecord.py which basically takes care of creating the TFRecords for the train and test
set. The costume | abel (Apineodo) should be inc
All these steps are mainly used to convert the ddflabels into TFRecords that can actually be
used for the object detection API.

At this point, there are two main options for creating the costume object detector. First,
train a new model detection algorithm from scratch. Second, add tetraipexd mael and use
the model 6s weights as a head st draiftedmoodel t r ai ni
wasused and then transfer learning to learn the new object. The reason why transfer learning is
much better is that it requires fewer data andesaam be faster than training a model from zero.
Each model has a configuration file. The faster_rcnn_inception_v2_coco model was sklected
is not as fast as other models, but it doetsmatter because it only analyzes the main image once
and not a livdeedback. It has acceptable evaluation results. The reason why a more accurate
model was not used was because of the computational power requirements. Once the
configuration file for this model has been obtained, it dugsiecessarily need to be changed

but could be tuned later one. Only some paths had to be adjusted like for the model and the label
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map pathThenthe images, the model, the training directory and the configurationdtie

moved to the object detection directory.

Training the model

Using the command window, the trainingsstarted. A loss value is then shown, and it
keeps updating. This average loss started at a high value and then went down to about 2. Usually,
a good value is around 1. Getting down to that value took about 4 hdwasofg. Usingauser
interface called Tensorboard, it possible to visualize (fi§tté) the changes in the total loss
and how it varies until it goes down to a limiting value.

TotalLoss

0.000 2.000k 4 000 5000k 8.000k 10.00k 12,00k

Figure 3-11:. Sample TotdLoss graph represents how good it performs. The horizontal axis
is the number of steps needed.

To be able to test how accurate the pine tree detection model is, the inference graph needs

to be exported. A script inside TensorFlow takes care of this aperahis created a frozen
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inference graph which can directly be implemented into the initial tutorial. The model needs to

be changed and also the test images.

Results

Not surprisingly the algorithm was not accurate. It would select grass and mark it as a
tree. There are many reasons for why this could have happened. The first is the size of the dataset
used; only 140 images were in the training set. This is not cldsemanuch is needed to get
good results. The second reason is that trees are extremely complex objects and their shapes are
not constant. The color might have affected the way the algorithm was trained. It would get
confused between tlgrass orthe groundand the tree. The final reason is that although the
project was always under control, there was still a lot of assumption about the values in the
configuration file. In the end, the mixture of all these issues dabeamachine learning
approach not toduseful. Other variables were changed, and the experiment repeated, but the
results did not improve in any noticeable percentage. The next chapter will move to the

deterministic approach.
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Chapter 4

Deterministic Method

Because theesults obtained usirgdeegdearning approach were not encouragang,
deterministic methowas pursuedThe objective was to be able to recognize the position of the
trees by usingxplicit filters and thresholdg hisis not an innovative approadhytif done
correctly it can produce accurate results. It also requires a lot less computing power than a neural

network which means that it could be easier to implement

GIMP Maximum RGB algorithm

OpenCVwas usedo test each technique and learn how thegifipelly change the
image. The problem was that there were many filters and seeing the results of their combination
quickly became very inefficienThisis because changirgfilter as well as displaying the image
takes time and it slows down the expezitting process. For this reastiee GNU Image
Manipulation Program (GIMP), s very usefuimage editor. It allowedxperimenting with
different filters ando instantly see what seemed to work and whandidThe goal was téind
a set of steps that would highlight the trees from the rest of the picture so that they would
become easier to fin@ne of their image filters called Maximum RGBovided good initial
results Surprisingly, it instantly highlighted only the treeseTdigorithm works by going
through every pixel, then chezthe intensity of the RGB color channels and $itite one with

the maximum value. This channel keeps its vauethe other tware seto zero. If two
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channels have the same maximuaiue thenboth are heldandthe thirdis setto zero. The

resulting image after applying the filter to the farm picturelmaseernn figure 4-1.

Figure 4-1: A sample of the farm picture (left) and the result one the Maximum RGB filter
was applied (right).

This is the python implementation of the filter:

def maximum_rgb(image):
# divide the image into its BGR color channels
(B, G, R) = cv2.split(image)

# find the maximum pixel intensity values for each pixel
# then set the values less than max_intensity to zero
max_intensity = np.maximum(np.maximum(R, G), B)
R[R <500] =0

G[G < max_intensity] = 0

B[B <500]=0

# merge the channels back together
return cv2.merge([B, G, R])













































































































































