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ABSTRACT

When optimizing the performance of a storage system, people often focus on reducing the average latency. Nevertheless, when the behavior of a workload exhibits burstiness, a traditional server that optimizes the average latency potentially generates a high tail latency (i.e., the time the server takes to serve some of the slowest requests). To ensure a consistent performance across almost all users, companies often desire a low and bounded tail latency. The objective of the thesis is to design a new system for meeting tail latency performance goals, known as Service Level Objectives (SLOs), in the context of distributed storage.

Prior work has demonstrated that analytical modeling approaches can help in configuring systems to meet tail latency SLOs in networks, hard drives, and SSDs, but these approaches have not been applied yet in distributed storage. These approaches are hard to implement in distributed storage because clients communicate with many servers, which leads to unpredictable interference patterns. This thesis takes a first step in analytically modeling distributed storage for meeting tail latency SLOs.

To evaluate our distributed storage model, we use Ceph, an open-source distributed system, as the proving ground. Our preliminary results show that our model can integrate with prior work to meet tail latency SLOs in distributed storage while efficiently using the storage resources.
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Chapter 1
Introduction

Meeting tail latency Service Level Objectives (SLOs) is an important topic in the field of cloud computing and distributed network storage [15, 16, 17]. SLOs refer to the desired performance goals when using services, such as cloud services and datacenter applications. Tail latency SLOs are a type of SLO for the tail latency metric, which represent the slowest requests (e.g., 99% slowest request). For cloud computing platforms like Google Cloud and Amazon Web Services, their customers are used to the instant response and low latency, and may not tolerate high tail latencies even if they occur rarely. To ensure consistent performance for all requests, practitioners and researchers have devoted significant effort in designing systems for managing tail latency performance [4, 7, 11, 14, 15, 16, 17]. In this thesis, we consider one such system: a distributed storage system.

Distributed storage systems are an important building block in many systems such as Amazon’s Elastic Block Store (EBS), enterprise Network File System (NFS) storage, etc. As storage is often a bottleneck in systems, it is critical to ensure low and bounded tail latency in such systems. In particular, when some workloads are in a burst period, the queueing system embedded in the shared storage system will also hurt the performance of other workloads that behaves normally if there is no any protective mechanism. And the burstiness is hard to model and control since we do not know when it starts, how long and how intense it is before it truly occurs for different workloads in the real world.
Meeting tail latency SLOs in distributed storage systems is particularly challenging since the workloads using the system often interfere with each other, causing congestion and high tail latency. Furthermore, the performance of storage is often non-linear and hard to predict, and the distributed nature of these systems make it hard to control. Research has shown that reactive approaches that try to adapt system parameters to workload changes are unable to cope with bursty workloads [15]. Other research has investigated using modeling and analytic approaches for controlling tail latency [7, 15, 16, 17], but none of these consider the distributed nature of storage systems with clients communicating with multiple storage servers simultaneously.

The thesis investigates how to meet tail latency SLOs in the Ceph distributed storage system. Ceph is a popular open-source distributed storage system that is widely used in large scale datacenters. It is a typical object-based distributed system and even with higher scalability and efficiency than other object-based systems such as zFS [9], Lustre [2] and the Panasas file system [12]. Moreover, many state-of-the-art techniques, such as CRUSH algorithm [13] and BlueStore [1] have been designed and implemented on Ceph.

To meet tail latency SLOs in Ceph, this work builds upon the prior PriorityMeister/SNC-Meister/WorkloadCompactor line of work that takes an analytic modeling approach to controlling tail latency. This line of work only focuses on networked storage, while our work considers distributed storage. The key difference is that in a distributed system, each client is no longer served by a single server node. Instead, how the traffic of a workload is distributed to different servers and how it interferes with the traffic of other workloads are new problems that have not been considered in the prior work. Hence, the prior analytic modeling approach which regards the server as a single storage piece cannot characterize a distributed storage system.
accurately. To enable this approach to work with Ceph, we needed to implement two key components.
Chapter 2
Core Techniques of Ceph

2.1 Services of Ceph

RADOS (Reliable Autonomic Distributed Object Store) is a fundamental part of Ceph. In other words, all the services offered by Ceph are some extra layers building upon RADOS. RADOS consists of many service nodes that have different functionalities, and the whole server is also known as a **cluster**. As figure 1 shows, the layer built on RADOS is called LIBRADOS, which offers an interface for users or applications to access the cluster directly. Another worth-mentioning thing of Ceph is that with additional metadata server nodes, it is able to virtualize as a file system.

![Figure 1. Services of Ceph](image)
2.2 Architectures of RADOS

As Figure 2 shows, a Ceph cluster is comprised of many computers in which different daemons are running for various purposes. Theoretically, a single node could run any number and any daemons. However, each node should only work as one type of daemon for the best performance. By deciphering the meaning of icons in Figure 2, this section will give a brief introduction of all kinds of daemons in a typical cluster.

The blue squares with a red strip represent OSDs (object storage daemons) in a cluster. The primary task of OSD is to manage the local storage resources. Although OSD cannot determine placement policies, followed by rules in a configuration file, OSDs can talk with each other and handle replication or recovery tasks. Our research mainly focuses on applying new techniques to the internal mechanisms of OSDs. More details about how OSDs manipulate data and process requests will be demonstrated later.

The squares containing a character M represent MONs (monitors). Inferred by the name, monitors are responsible for tasks about supervision. However, different from a traditional “monitor” concept in many distributed systems that need a central monitor to record and manage metadata, monitors in CEPH are more like policy deciders or information postmen that help OSDs to communicate with each other. The number of monitors in a cluster should always be odd, which ensures monitors could use the “minority obeys majority” policy when deciding something collectively. Furthermore, after Ceph 12.0, a daemon that is not shown in Figure 2, called MGR (manager), is mandatory to run along with monitors for a healthy cluster environment.
The squares that contain a branch-like icon represent MDSs (metadata servers), which is only needed if the clients want to use the file system services of Ceph. One impressive design of the MDS is that a cluster is encouraged to have multiple metadata servers, and they will work as nodes in a tree structure. In other words, each MDS can manage the metadata of a fraction of all nodes and achieve excellent performance by distributing tasks.

![Figure 2. A Detailed Look of RADOS [10]](image)

### 2.3 CRUSH Algorithm

As distributed systems separate storage resources to multiple server nodes, it is necessary to design a strategy to enable clients to know where are the data they want to read or write. Intuitive design is putting a monitor that stores metadata between clients and servers so that both sides could agree on the location of any specific data. However, Ceph uses a new placement policy called CRUSH (Controlled Replication Under Scalable Hashing), which bypasses the need for a central metadata server. In particular, both clients and servers will hold the same map
of data and calculate the location of an object independently. The result of the calculation will be the same, so clients and servers can agree on the location though they never decide it together.

2.3.1 Features of CRUSH

*Pseudo randomness.* CRUSH is a pseudo-random algorithm that uses a CRUSH map to do fast calculations without any lookup overhead. The reason why it is pseudo-random is that it is repeatable and deterministic. In other words, if the client uses CRUSH to calculate the object several times, without any crashes of disks or system failure, it should get the same answer, which is exactly the location of the object.

*Statistically uniform distribution.* Another great feature of CRUSH is its way to distribute objects. It is very significant for a distributed system to separate data evenly, and it is not hard for those systems that have a central manager to implement this feature because they just need to keep track of the status of each node and keep balance. However, for a hash-based algorithm, this task becomes harder due to the unknown world of a cluster. The pseudo-random hashing mechanism of CRUSH assures an analytical balance of distributing objects to achieve high performance.

*Stable mapping.* This feature means that when something in the input changes, the output of the algorithm is supposed to change as small as possible for easy maintenance. In particular, when some OSD crashes or shuts down accidentally, CRUSH will recalculate a new map with minimum change of OSD topology. With this feature, CEPH could move things as little as possible when some failure occurs in a cluster.
Hierarchical cluster map. The paper about CRUSH demonstrates elements building up the cluster map:

“The cluster map is composed of devices and buckets, both of which have numerical identifiers and weight values associated with them. Buckets can contain any number of devices or other buckets, allowing them to form interior nodes in a storage hierarchy in which devices are always at the leaves. Storage devices are assigned weights by the administrator to control the relative amount of data they are responsible for storing. [13]”

As figure 3 shows, in a CRUSH map, the actual storage devices (i.e. OSDs) are represented as leaf nodes of the map, and the interior buckets symbolize the topology of the physical hosts. Each node is assigned a weight for CRUSH algorithms. Also, by configuring the CRUSH rules, users could customize their CRUSH map for optimization.

There are four types of buckets that have different properties and serves for different purposes.
2.3.3 Types of buckets.

*Uniform buckets.* The mapping speed of this type is $O(1)$, but it has an inferior performance on adding or removing nodes in the map. So, this type of bucket is good for the clusters which rarely changes the number of servers.

*List buckets.* This type of structure saves buckets on the same level in a linked list. Hence, the mapping speed of this type is linear, and it has an outstanding performance on adding nodes in the map because it only needs to insert the device into the head. This type of buckets is suitable for the clusters adding nodes frequently but removing them rarely.

*Tree buckets.* This type of structure saves buckets on the same level in a binary list, which is desirable for large-scale clusters. The mapping speed of this type is $O(\log n)$, and it has a good performance both on adding and removing nodes.

*Straw buckets.* By randomness and weightiness related algorithms, this type of buckets could reach optimal performance for mapping, adding, and removing nodes in the map. However, in terms of configuration, it is the most complicated one amongst the four types.

2.3.4 Placement policy. The procedure for CEPH to place all objects to different OSDs contains three steps: TAKE, SELECT, and EMIT. The purposes for these three actions are apparent: the CRUSH algorithm takes an object waiting in some queue, selects the location it should go, and emits when all objects in the queue know their destination. The SELECT action is the tricky one. It goes through a CRUSH map, and when choosing which branch it should go, it will use the weight assigned to the current node and make some hash-based pseudo-random selection. In all, the SELECT action is the key algorithm that helps CRUSH to distribute objects statistically evenly.
2.4 BlueStore

Commonly, the operating system talks with disks via file systems, and file systems partition physical disks as small trunks and virtualize them as different files for the software. Distributed systems are still the software that still needs the help of operating systems and file systems to manage data. And Ceph followed this scheme for several years and finally created a new technology called BlueStore, which bypasses the medium file system layer and directly talk to the disks.

![Figure 4. Comparison between FileStore and BlueStore [3]](image)

As figure 4 shows, BlueStore is a combination of databases and file systems, which helps OSDs to manage low-level writes and reads. It contains an embedded database called RocksDB, which is a fork of LevelDB.

By storing key-value pairs, RocksDB could have efficient use of Disks, especially SSDs. It generally works as either an alternative back end for DBMS such as MariaDB and MySQL or directly works as an embedded tool for storage systems such as CEPH and SSDB. Further, especially for CEPH, RocksDB helps it to store the metadata of raw disks so that BlueStore could directly write objects into disks without any help of traditional file systems.
2.5 Messaging

The requests of clients (e.g., read and write) are encapsulated as Ceph messages. Moreover, messages are sent in an encoded format, and OSDs will not decode all information at once. This fact increases the difficulty for estimating how much storage resources a request may consume. A possible solution for this situation will show in Chapter 4.

2.5.1 Messaging Structure. Read and write related messages are encapsulated in MOSDOp, which is a subclass of MOSDFastDispatchOp. This type of message contains a vector that stores multiple sub-requests, called OSDop, which are layers of messages. Indeed, OSDop itself does not contain essential information about requests. Instead, the type, length, and offset of the request is buried in a final layer called ceph_osd_op, which is a member class of OSDop.

2.5.2 Message Handling Procedure. A message sent from the client through network firstly is checked by a message handler, which checks a specific flag to determine what kind of message dispatcher should be used in the next stage. All types of writing and reading related messages will be handled by the fast message dispatcher. The main job of the dispatcher is to assign the content of the message to a waiting queue, a so-called shard. There are multiple shards in an OSD, and each shard will be assigned to a specific worker thread. Next, a worker thread grabs out a message from its shard and starts to pass the message to the next stage. Specifically, the worker thread decodes the message, takes sub-operations in the operation vector out, and passes each of them to low-level storage.
Figure 5. Message structure
Figure 6. Message handling flowchart.
Chapter 3

Basic Model for Rate-limiting and Priority

3.1 Overview

Two core parameters determine the scheduling policy of the new QoS system: Priority and rate-limiting. Specifically, each workload has these two parameters, and the system determines the order of handling requests by them. Priority is easy to understand: it represents how significant a workload is. However, because of the rate-limiting mechanism, it is not true that the requests from higher prioritized workloads will always be handled before lower prioritized ones. Also, it is reasonable to do so because otherwise, workloads with low priority may easily fall into starvation. The mechanism of rate-limiting is easy: it records how much computation resources have already been consumed by a specific workload and constrains the workload if it utilized too many resources over time. This combination of parameters ensures requests from workloads that have stricter SLO could be handled with more care, while the requests from workloads that have a more lenient SLO will not be ignored during the busy period.

3.2 Challenges

3.1.1 Single vs. distributed. Since Ceph is a decentralized system, there is no place where all requests are collected and then redistributed. Hence, each OSD needs to have its own set of buckets. In other words, those buckets in different OSD but serving for the same workload do not know each other. To check if this mechanism is compatible with the built-in design of CEPH.
3.1.2 Insufficient information. As mentioned in chapter 3, Ceph sends encoded requests. Those messages are decoded at low level (i.e., right before BlueStore), where the model is hard to build. However, the system needs to know the type and size of the request in order to calculate the number of corresponding tokens at a higher level. To solve this issue, we design the bucket to add and subtract tokens in different layers. Further, whatever the size of a request is, it will be allowed to pass if the bucket is not empty. In other words, the bucket can store a negative number of tokens and can control the flow of requests, even if their sizes are unknown.

3.1.3 Achieve prioritization. The scheduling is processing at a software level. When the requests go into BlueStore, there is no guarantee for the system to handle the request with the highest priority. If there are too many requests are being processed, the model might lose the expected effect. Therefore, we want to constraint the number of requests so that prioritization can be achieved. In particular, there are two available ways: 1. We limit the number of worker threads that can concurrently processing requests; 2. We suspend worker threads when detecting that the number of requests reaches the limit. And we activate one worker thread once a request is processed successfully. Given that Ceph already has an upper bound for the number of worker threads, which is not very large, option 1 would be a more sensible choice.

3.3 How Bucket Model and Priority Work Together

The rate-limiting bucket is a quantitative model used to constrain the number of requests from workloads during a busy period. When a server starts to work, a bucket for every potential workload is created, and it is filled with tokens. When the server received a request from a specific workload, it will first check how many tokens the request is worthy of. Then, it will
subtract the tokens from the corresponding bucket and finally let the request be handled by low-level functionalities. If the system finds the bucket is empty or the tokens left is not enough, it will idle the request and handle other requests. Also, the token is refilled at a given rate periodically so that the idled request has a chance to be handled later.
Chapter 4
Design and Implementation

The system consists of the analysis part and the service part. The analysis part is responsible for calculating the parameters, such as bandwidth tables and bucket-related values, that are applied to the service part. And the service part runs the server with the given parameters to do scheduling and enforcing tasks. With the specialty of Ceph that we need to get the data for analysis by directly talking to a cluster, the analysis part cannot stand alone and do its math. Instead, it has to talk to the Ceph cluster via LIBRADOS to get the necessary data.

4.1 Scheduler

The scheduler is a thin layer in every OSD that controls the scheduling for messages from all pools. It achieves the bucket model by embedding different parts in different layers of OSDs.

4.1.1 initialize or update the pool structure. Each OSD contains a vector of structures that represent and store parameters of the bucket model for each pool. The maximum token and the rate of adding tokens, which are two of the parameters, are determined by the network calculus calculator in the analysis part and passed via RPC (remote procedure call).

4.1.2 find the best pool. When the system tries to grab a message item from shards, the scheduler determines whose message should be picked based on the bucket model. Specifically, the scheduler firstly compares a pair of pools and then let the winner to compare with the next pool and so on. In this way, the scheduler searches for the best pool with a linear time complexity, which is acceptable as each comparison is not expensive. The algorithm for comparing two pool is given in appendix A.
4.2 Profiler

A profiler empirically measures the performance of storage. It generates a bandwidth table that will be used by estimators to calculate the token value of a request. Since Ceph has built-in commands to benchmark the storage, instead of testing performance from scratch, we can run different commands to collect necessary data to build the table.

The testing cluster is built upon SSD storage. Hence, we need multiple parameters to profile due to the complexity of an SSD device. Firstly, since an SSD device has a great performance difference between writing and reading requests, the profiler will create a table for each type of request. Also, the size of a request is another factor affecting the performance. In general, the overhead of a small request dominates the processing time, so the bandwidth of small requests is less than the bandwidth of large ones. In all, the profiler will generate a table that returns the bandwidth with the given request type and size.

4.3 Estimator

An estimator is a tool that takes features of a trace (i.e., a request) and converts it to token values. Specifically, for an SSD-based Ceph cluster, the estimator takes the request size and type of a trace as input parameters. And it uses the bandwidth table generated by the profiler to calculate the corresponding token. Specifically, the estimator firstly finds the two entries of the bandwidth table that the request lies between and then calculates the specific bandwidth for the request via linear interpolation. Finally, the estimator returns the token value, which is the request size divided by the bandwidth.
Both the analysis part and the service part use the estimator. However, the implementations in the two parts are different since the code embedded in Ceph does not follow the structures in the prior work [15].

4.3.1 The estimator in the analysis part generally follows the structures in PriorityMeister. The old estimator tells the network calculus calculator, which determines bucket parameters, the corresponding token value of a given trace. With a distributed system, however, a single token value is not accurate enough to describe the resource-consuming behavior because different OSDs spend different resources for the trace. Therefore, the token values in the new system are vectorized, and one value only reflects the resource consumed by a single OSD. In fact, in a cluster where objects have no replication, there is only one OSD handling a specific trace. Further, for convenience, the system takes the maximum r-b points as a lower bound for performance among a group of OSDs so that all OSD in the same group will finally have the same bucket model. However, they may have different ones initially.

4.3.2 The estimator in the service part is different from the prior work [15]. After a message is decoded, the system is able to get request type and size, so it will calculate the corresponding token value by calling the estimator and will subtract it from buckets. Further, the bandwidth table is stored in a fixed place (e.g., /etc/ceph) so that Ceph can load it in the initializing procedure. The last worth-mentioning fact is that despite the vectorized token values in the analysis part, the return value of estimator in the service part only returns a single value, as the message is distributed to a specific OSD before the estimating procedure.
4.4 Trace Replay

After the parameters are determined and Ceph is activated, the system will test the performance by sending requests toward the cluster. Specifically, following a trace script describing request patterns that reflect some real-life scenarios, clients in the system send messages to read or write an object. Each trace consists of the offset, size, and type (i.e., read or write) of a file. In the prior work [15], since NFS virtualizes the remote storage as a file system and the clients realize the trace behavior via operating on a large file, the parameters in a trace can be directly used to implement a request. However, when it comes to a Ceph cluster in which data are stored by objects, the system uses LIBRADOS to talk to a cluster, and all operations are object-wise. Hence, the offset and size need to be twisted if we want to follow the same pattern with the prior work [15].

We solve the issue by creating a large number of same-sized objects in the cluster. Each object represents a block of a storage device. The size of each object is the sum of the maximum request size and a relatively large pre-determined block size. Whenever a client read a trace and transfer it to a real request, it will calculate the block number and generate a new in-block offset. Then, it uses those parameters to send the request. If the block size is much larger than the maximum request size, the requests doing wrong-behaved operations are negligible.

4.5 Modified Shards

In Ceph, messages sent from clients are queued in some places, called shards, in each OSD. Each shard contains a scheduler, which is a priority queue with a particular dequeue policy. By default, messages from different pools are stored together in a shard.
In the new system, we twist the structure of shards and filter messages from different pools. Specifically, there are now multiple schedulers in one shard, and each scheduler only queues messages from the same pool. In other words, each shard can still have messages from different pools, but messages are stored in different queues inside a shard. When a message is enqueued, the message dispatcher uses the original way to determine which shard the message should go, then put it to the correct scheduler by the message’s pool id. When a worker thread tries dequeue from a shard, it uses the bucket rate limiters to determine the pool from which the message should be processed and then uses a map to find the scheduler that stores messages from that pool.
Figure 7. Shard structure in Ceph

Figure 8. Modified shard
Chapter 5 Experimental Results

5.1 Setup

All experiments are operated on VMs supported by AWS. The Ceph cluster consists of three t3.medium VMs with 30 GB mounted EBS. The workloads are running on a t5.xlarge VM to send requests. Moreover, three pools representing workloads are called client1, client2 and client3 with SLO 0.3, 0.4, 0.5, respectively. In other words, client 1 has the highest priority, and client 3 has the lowest priority.

5.2 Benefits of Priority and Rate-Limiting

The major benefit of the new system is that it differentiates the importance of pools. Another benefit is that while satisfying user-defined SLOs, the system does not blindly handle requests from the pool with a high priority. Instead, the rate-limiting controllers prevent low priority pool from starvation by capping high priority pools when they behave abnormally. The following two experiments demonstrate these benefits.
5.2.1 Experiment for prioritization. Three clients are running at a rate of 1000 IOPS, which overloads the server. Figure 9 shows the experiment in which both rate-limiting constraints and priority are disabled and figure 10 shows the experiment in which only rate-
limiting is disabled. We could see that the system, indeed, processes requests with the highest priority first and *vice versa* when prioritization is enabled.

![Figure 11. Burst client 1 without rate-limiting](image)

![Figure 12. Burst client 1 with rate-limiting](image)

5.2.2 Experiments for rate-limiting. In this experiment, client one is running at 3000 IOPS, which overloads the system, and the other clients are running at 300 IOPS. Figure 10
shows a scenario where rate-limiting is disabled, and figure 11 shows the opposite. We could see that rate-limiting ensures the performance of low-priority clients when a high-priority client is in a burst period.

5.3 Benefits of Distributed Storage Modeling

Besides system and structural differences, the major improvement of the new system compared with the prior work [15] is that the new models vectorize the shared storage instead of considering it as big single storage. The following experiments show the performance difference and trade-off between the distributed model and two baseline models under extreme cases. All three clients have a running rate of 1400 IOPS, and either all of them have a perfectly balanced trace (i.e., the number of requests going to 3 OSDs are equal) or completely unbalanced (i.e., all request goes to the same OSD).
Figure 13. Distributed estimator with unbalanced traces

Figure 14. Optimistic estimator with unbalanced traces

Figure 15. Pessimistic estimator with unbalanced traces
Figure 16. Distributed estimator with balanced traces

Figure 17. Optimistic estimator with balanced traces

Figure 18. Pessimistic estimator with balanced traces
5.3.1 Balanced traces. Figures 13, 14, and 15 show the performance of the system with three different models when the traces are perfectly balanced. We could see that both the optimistic estimator and the distributed estimator admit all clients, which is expected behavior. However, the pessimistic estimator does not admit all clients and causes the storage system underloaded.

5.3.2 Unbalanced traces. Figures 16, 17, and 18 show the performance of the system with three different models when the traces are completely unbalanced (i.e., all traces were accessing the same OSD). We could see that both the pessimistic estimator and the distributed estimator admit only admit one client, which is expected behavior. However, the optimistic estimator admits all clients and causes the storage system overloaded.

<table>
<thead>
<tr>
<th>Model</th>
<th>Overloading?</th>
<th>Underloading?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimistic model</td>
<td>Possible</td>
<td>Never</td>
</tr>
<tr>
<td>Pessimistic model</td>
<td>Never</td>
<td>Possible</td>
</tr>
<tr>
<td>Distributed model</td>
<td>Never</td>
<td>Never</td>
</tr>
</tbody>
</table>

5.3.3 Conclusion. The optimistic model assumes the server can take advantage of parallelism for any trace behavior. We could see that no matter if traces are balanced or not, the model uses the highest bandwidth to calculate the rate-limiting parameter and admits all workloads. This strategy works perfectly fine when the trace is balanced. However, when the trace is biased to a single OSD, the model overestimates the performance of the server, and admits too many requests which overload the system.

The pessimistic model assumes the server is always running at its minimum bandwidth. The advantage of the model is that it never overestimates the performance of the server, and the
model correctly characterizes the performance when traces are extremely biased to a single OSD. However, when traces are balanced, the model still admits only one client even though the real bandwidth supports three clients, so the storage and time resource is wasted.

With the help of an object location map, when calculating rate-limiting parameters, the distributed model knows and records how traces are distributed by vectorizing the bucket model. In this way, the model does not assume the trace distribution of the server. Hence, the model prevents the server from overloading and underloading by admitting an appropriate number of clients.

In conclusion, as shown in table 1 and experiments, we could see that the accuracy of two baseline estimators heavily depends on the behaviors and characteristics of traces. In contrast, the distributed estimator can model the burstiness correctly in both edge cases.
Supporting latency SLOs is an active research area with abundant literature. The related works could be partitioned into two categories.

First, there is a body of work that tries to dynamically adapt system parameters to meet latency SLOs [5, 6, 8, 11, 14]. However, not all of the work supports tail latency SLOs. For those that do, they generally work well in well-behaved scenarios, but they have undesirable performance with bursty workloads.

Second, to address the shortcomings of the first body of work, some research has taken analytical approaches to support latency SLOs [4, 7, 15, 16, 17]. All of them are theoretically supported by a branch of mathematical analysis, known as Network Calculus, for analyzing the queueing behavior in the system. Silo [7] and QJUMP [4] are state-of-the-art systems focusing on the network queueing mechanism. PriorityMeister [15] is one of the systems that achieve end-to-end tail latency SLO in a networked storage system. SNC-Meister [16] is a more advanced system than PriorityMeister that could admit more workloads with the support of Stochastic Network Calculus. WorkloadCompactor [17] is also a more advanced system than PriorityMesiter but it focuses more on workload placement. All these systems show robustness to handle bursty workloads by analyzing the workload behavior. However, all these systems are only applicable to networks, hard drives, and SSDs, but not distributed storage. As we show this thesis, it is non-trivial to extend this work to distributed storage because distributed storage clients interact with multiple storage servers, which causes various interference patterns.
Chapter 7
Future Work

7.1 Network Rate-limiting

In the prior work [15], the enforcer consists of the network part and the storage part. The old network enforcer only applies to a one-to-one case, in which the server is centralized. Hence, the network is modeled by a fixed number of network paths, including a client-in path, a client-out path, a server-in path, and a server-out path. However, in a shared network context, there are multiple server hosts so that a single server-out/server-in network path is not accurate. Moreover, based on the CRUSH map, pools may store in different OSDs and overlap with each other, which makes the network modeling more complicated. The next step after this thesis is to see the availability of migrating the network model. And if it is unable to do so, what would be a new tool to analyze the network traffic in a shared network.

7.2 CRUSH Rule Modification

In Ceph, a CRUSH map configuration file empowers users to control the destinations of pools. By using a map wisely, the system can handle burstiness by ways other than rate-limiting. For example, if a pool with high priority works intensively, the system could move it to a new OSD that has more bandwidth left so that the SLOs of pools with low priority could be guaranteed. In all, we could envision a model that configures CRUSH maps wisely to distribute requests in an effective way to prevent high interference among workloads.
Appendix A

Algorithm for Scheduling Requests

Name: ComparePools
Input: pool information p1, p2
Output: 1 if p1 should be handled first; -1 if p2 should be handled first; 0 if they are of the same importance
Algorithm:

If p1 is empty:
   If p2 is empty:
      Output 0
   Else:
      Output -1;
Else if p2 is empty:
   Output 1

If p1 obeys rate-limiting:
   If p2 obeys rate-limiting:
      If Priority of p2 > Priority of p1
         Output 1
      Else if Priority of p1 > Priority of p2:
         Output -1
   Else:
      Output 1;
Else if p2 obeys rate-limiting:
   Output -1;
// Use Round-robin if the scheduler cannot decide which pool should be handled first
Output Round-robin(p1, p2)
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