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ABSTRACT 

 

The negligent design of social media platforms allows malicious actors to manipulate and 

exert control over unsuspecting users. This collective of abusers is established as S.C.A.R.E., 

representing Scammers, Chaos Causers, Advertisers, Radicalizers, and Election Interferers. This 

group thrives on four common structural weaknesses of social networking platforms, which 

include anonymity, personalization, engagement priority, and content moderation. The use of 

evaluation metrics determines the extent each weakness exists on a platform. These calculations 

grade each social media platform’s likelihood of abuse by S.C.A.R.E. actors based on the presence 

of structural flaws. After Facebook, Twitter, Youtube, and Reddit, are scored, research can be 

conducted on structural improvements for each of the detailed weaknesses. This begins the path to 

establishing a modern framework for social media design. This study provides interested parties 

with a path for development that prevents endangerment of their userbase to mental health issues, 

loss of decision-making autonomy, stolen property or identity, as well as countless other harmful 

outcomes. Ultimately, the purpose of this study is to help the average social media user avoid 

exploitation and participate freely in a digital age. 
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Chapter 1  
 

Introduction 

Humanity is facing a crisis of its own creation. Innovation allowed humans to reach further 

than ever before and connect with one another to an unprecedented extent. Eventually, this 

progress-driven mindset launched the world into a globalized ecosystem, albeit existing on a 

digital foundation. It followed that people wanted a way to socialize with one another within this 

ecosystem. Then, social media delivered on this dream. Absolutely astonished by this novel 

invention, people flocked to set up an account and join their friends and family. In society’s haste 

to embrace this miracle, no one paid attention to the adverse ramifications or to those seeking to 

abuse platforms for personal gain. Approximately 20 years later, these consequences manifest 

themselves in worse ways than ever conceived. Adverse effects range from exacerbating the 

mental health crisis to increasing levels of crime to threatening democracy to countless others on 

a seemingly never-ending list. These costs did not become fully evident until real-world events 

happened as direct responses to online campaigns such as mass shootings, altered election results, 

suicides, and countless horrendous events. Witnessing this wide array of consequences, it is logical 

to blame the companies responsible for social media’s creation, but should they accept complete 

liability? 

Not one of the social media goliaths examined in this study, Facebook, Twitter, YouTube, 

or Reddit, rose to prominence on the basis of causing damage to society.  Rather, they promised 

unparalleled possibilities in connection, education, and entertainment[66]. As expressed above, 

when progress without proper concern given to secure design plagues an invention, it leads to the 
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absolute corruption of the core purposes, and in this case, of mainstream applications. Initially, 

society wished to keep social media platforms on pedestals as they loved the abilities gained from 

them. However, everything changed when corporations’ direct knowledge of design flaws and 

their subsequent cover-up was leaked and became well-documented. Focus and public perception 

shifted from pardoning for negligence to pressing for accountability[6]. This generation is setting 

a higher standard for the acceptable standards innovators must meet. Yet, it still proves difficult to 

hold these companies liable as the root causes are far from evident. That is why the structural 

mechanisms that allow the malicious users to have success must be targeted, isolated, analyzed, 

and eradicated. 

Due to the intentional negligence of social media companies and governments, no effective 

frameworks exist to combat these issues. While this claim might be viewed as bold and 

subjectively harsh, its criticality to the online realm’s future development proves justified. Thus, 

this thesis serves to classify these actors who abuse social media into a collective, which will 

inform an in-depth analysis of how each member operates on social media. Specifically, a 

concentration of what structural weaknesses allow for them to thrive. Success in connecting social 

networking flaws as mutually shared within this group exposes a means to measure a platform’s 

proclivity to be exploited. Metrics allow for continuous tracking and adjustment in response to 

updates and improvements, moreover, progress. Ultimately, this process informs a refined 

structural framework for social media platform creation. If nothing is done, the next generation of 

social networking guarantees the same implications. The urgency and necessity of this evaluation 

framework stem from the current development of the metaverse and Web 3.0. Both promise 

immense benefits, but the flaws within the existing platforms need patching.  
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Captology  

Throughout history powerful groups employed propaganda and persuasive techniques to 

steer public opinion and action. Eventually, pioneers refined these mechanisms into highly 

successful strategies for controlling human beings’ opinions. While in some cases this curation 

proved beneficial for society, the inclination to make money and claim power dominated their use. 

In the present, this issue worsens every day at a magnitude unprecedented and unpredicted up until 

1996. This was when computers started to garner interest, specifically as tools of persuasion. The 

foremost expert on viewing computers as persuasive technologies, B.J. Fogg a professor at 

Stanford University, coined the term captology for this utilization[15]. Captology denotes actions 

taken regarding the “design, research, and analysis of interactive computing products created for 

the purpose of changing people’s attitudes or behaviors.”[15] Before this definement the potential 

of computing as seen today was severely underestimated. Consequently, a few select groups gained 

absolute dominion over the human population. Primarily through the exploitation of captology 

principles on social media. It is in this digital age of social media, that we find our minds compelled 

to make decisions that are not our own, but rather to serve the objectives of these powerful actors. 

They furthered their ambitions successfully. In doing so subverted the sanctity of thought 

autonomy through advanced neurochemistry knowledge. A minor price of ethics to pay for the 

capabilities of a god.  

 Edward Bernays, “the father of public relations”, witnessed this dire situation in 

1928 in his book Propaganda. He claimed that “there are invisible rulers who control the destinies 

of millions.”[14] Seemingly outlandish when published, it now proves to be descriptive of the 

present-day situation of social media; where the rulers are companies and financers, and the 

destinies are in the billions as global social media users surpassed 4.2 billion in 2021[21]. A 
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chilling foreshadowing of the dilemma we face in the 21st century. These invisible rulers have a 

proclivity to distort the principles of captology for corrupt purposes. This study assigns the 

malicious actors as S.C.A.R.E., Scammers, Chaos Causers, Advertisers, Radicalizers, and Election 

Interferers. 

S.C.A.R.E. Qualifications 

The acronym is the first outline of social media threat actors and serves to be a baseline for 

future studies. Building on B.J. Fogg’s work pertaining to persuasive technology[15], this study 

defines an agglomeration of actors who seek to exploit social media users. In-depth analysis and 

case studies inform the process through which these individuals, and groups, are selected. 

Therefore, a combination of four qualifying characteristics must be present to gain admittance to 

this collective: win-lose intention, manipulation of users, growth with social media, and 

exploitation of social media structure. No exception is made for nation-state entities to preserve 

the impartiality of judgment.  

Win-Lose Intention 

It is important to distinguish that if technology is created for one intention but has a 

negative persuasive outcome on the audience that differs from the initial intention, it does not fall 

within captology. Instead, it is the alignment of an intention with an outcome that determines 

whether a computer is wielded as a persuasive technology mechanism[15]. This premise informs 

the establishment of the first criteria a S.C.A.R.E. actor must meet. Each must act with an intention 

that directly relates to a negative outcome for users and positive effects for themself. A true 
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embodiment of the win-lose mentality in business, which normally strains relationships. In an 

online environment, there are endless victims, so a win-lose situation has minimal to no 

consequences on the initiating side. 

Manipulation of Users  

If in order to achieve their objective, it becomes necessary to change what a user thinks or 

believes, a manipulation has occurred. The Cambridge Dictionary defines manipulation as 

“controlling someone or something to your own advantage, often unfairly or dishonestly”[102]. In 

this sense, any action taken to abuse captology in an unfair manner that changes a belief or thought 

process is a manipulation of the user. Contrasting with the first criteria, the manipulation of users 

focuses directly on the actor taking steps to control and/or change what the user believes. The Win-

Lose intention criteria is the motive and the manipulation of user criteria is the action. 

Growth with Social Media 

The pace and magnitude of social media adoption were the distinguishing characteristics. 

However, that same pace and magnitude exacerbated the growth of malicious actors' success. 

Noting this rapid growth of social media, the third criteria of S.C.A.R.E. requires the actor to 

increase their own growth rate as social media became more popular. This serves to prove 

causation between the two. A correlation deems an incendiary impact of social media on the 

success of the actor. Overall social media embracement statistics establish a proper time period to 

compare. 
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Social media adoption rates increased from 5% to 72% from 2005 to the onset of 2021 

among American adults[3]. This is a 1,440% increase in its userbase size. Furthermore, elderly 

Americans distort this adoption figure significantly, which disproportionately biases the 

perception of younger age groups. For instance, the 18-29 and 30-49 year-old categories 

demonstrate 88% and 78% adoption rates respectively, which is much higher than the combined 

percentage and increase[64]. These rates are historically matched only by the fastest adoption 

trends of technologies deemed essential in the United States.  

 

 

Figure 1. Adoption of essential technologies[4]. 

The figure above proves that social media was embraced in a shorter time span than 

household refrigerators[4]. This further supports the classification of social media as a requisite 

component of living in modern society and a high-growth entity between 2005 and 2021. 

 Each potential actor must display similar growth levels over this approximate 

period. In order to measure this growth, every actor requires varying types of data. These types 
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range from growth in the public interest, economic impact, frequency of actor’s abuse, and share 

of success attributed to online platforms. Any group that meets these criteria based on the data 

points outlined, can undergo analysis to identify key features that explain the interconnectivity 

between social media and it. 

Exploitation of Structure 

 The final criteria for admittance into S.C.A.R.E. is the exploitation of the social 

media structure. After the motive, action, and correlated growth are proven, the exacerbating effect 

of structural weaknesses is evaluated. If the reason for the actor’s growth is due to flaws and can 

be stopped through effective security frameworks, admittance is awarded. This factor proves the 

focal point of the case studies portion and the remaining areas of the thesis. 

S.C.A.R.E. Actors 

 This study chooses the five actors, Scammers, Chaos Causers, Advertisers, 

Radicalizers, and Election Interferers, due to key characteristics predicated on the author’s active 

observation of social media during the preceding five years. The first three criteria are analyzed 

here and fulfillment of all three grants an actor admittance into S.C.A.R.E.. The final criteria, 

Exploitation of the Structure, will be explored in the Case Studies component. Success in 

demonstrating each S.C.A.R.E. member exploited social media structure proves the validity of the 

S.C.A.R.E. framework as a system. 
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Scammers 

 Cambridge defines a scammer as “someone who makes money using illegal methods, 

especially by tricking people.” [24] At the most basic level, a scammer convinces an individual to 

give them money, information, or another possession under a false pretense and consequently to 

their detriment. This embodies the Win-Lose criteria as the scammer can only gain when their 

target loses. 

The types of scams are limited only by imagination but the primary tenets traditionally rely 

on deceptive practices to achieve financial or informational gain. Furthermore, the majority of 

scams on social media are not based on novel methods but rather bear resemblance to real-world 

fraud schemes[26]. These schemes pry on human nature and exploit inherent psychological 

patterns to change the way a person thinks. Through this, the criteria of manipulation of the user 

is satisfied. 

 The advent of social commerce was a shopping revolution and was considered an 

established practice by 2012. This rapid acceptance and the spread of social media led to the online 

scamming industry. Growth exceeded expectations due to early narratives that social commerce 

was “media hype or a business fad.”[25] Consequently, this created a prime environment for 

scammers to operate. These existing schemes’ improved success, when migrated to social media 

platforms, can be shown by the rate of total loss expansion reported to the Federal Trade 

Commission. 
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Figure 2. Scams on Social Media[23]. 

The growth of fraud and scams during the COVID-19 pandemic alone has yielded year-

over-year growth inconsistent with past baselines. In fact, the new trend, if continued, would see 

the scamming industry become a top job opportunity. In 2019, scams in the social media arena 

reached a damage total of $134 million. In the following year, the same exact figure was reached 

in six months[23]. Historically, a dramatic shift in the slope of the trend line results in consistent 

growth with the newfound trajectory, and the graph is beginning to resemble an exponential 

function. The two platforms, Instagram and Facebook provided an avenue for 7,502 of the 9,832 

shopping scams tied to social media, while 1,858 filings did not specify a social media platform. 

Out of the 43,391 online shopping scams reported to the FTC, 23% were initiated on social media 

platforms[23]. Instagram and Facebook can roughly equate to a 20% market share of all online 

shopping scams. It is noteworthy to also point out the pattern of people underreporting fraud cases 

because of embarrassment or self-blame[25], which leads one to believe that the market is much 
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larger than statistically proven. Thus, the third criteria is properly fulfilled and Scammers are in 

the S.C.A.R.E. collective. 

Chaos Causers 

Individuals exist on social media that act “in a deceptive, destructive, or disruptive manner 

in a social setting on the Internet with no apparent instrumental purpose”[8]. They form a 

community known as trolls who seek to pollute civilized discourse with incendiary comments and 

posts. According to a study conducted in 2014, the personality trait of sadism, those who “derive 

pleasure from cruelty”[8], demonstrated the most robust correlation with online trolling behavior. 

Investigative journalist Rossalyn Warren corroborates this connection through claims in her book 

Targeted and Trolled that “sadists tend to troll because they enjoy it.”[63] Trolls intend to cause 

others to suffer so that they can be happy. Directly tying sadism to the act of trolling results is 

grounds to establish diabolic intent and a win-lose mentality. 

The intended outcome is achieved by the troll when their actions successfully disrupt the 

conventional system of civil communication. The actions taken by a troll do not add value to a 

society, but rather detract by adding chaos in the form of cruelty. Trolling’s meteoric rise to 

popularity exhibits the underlying societal transformation in free speech from being a collective 

entity to an individual one[27]. Transferring the freedom of speech in this manner authorizes a 

person to ignore responsibility for spewing hate speech under the guise of exercising a First 

Amendment right. This moral loophole enables an environment of progressively more and more 

uncompromising dialogue. The greater the adversarial posts and comments, the more people are 

influenced. Even Google, the owner of YouTube, cited the deleterious effects these practices can 
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lead to by citing internal issues of trolling causing a “chilling effect” on productivity and 

culture[97]. This cruelty is not benign, as targeted users exhibit increased symptoms of depression, 

body dysmorphia, and mental health problems. Their thought process and outlook on life were 

hijacked due to a sadist with a keyboard. A satisfactory manipulation of users is needed for the 

second criteria. 

In addition, statistically significant correlations were discovered between “online 

commenting frequency, trolling enjoyment, and trolling behavior,”[8] highlighting the effects of 

excessive social media use. This suggests an inherent structure of social media where one of two 

possibilities arise (1) high levels of interaction with social media exacerbates an individual’s 

inclination to become a troll and sadist, and (2) social media is structured in an appealing manner 

for existing trolls to thrive. Both explanations produce a level of fault on social media platforms. 

Trolls, or chaos causers, exist independent of platforms, but the role social media plays in enabling 

these actors to have staggering levels of influence is provable. Figure 5 below exhibits how; 

cyberbullying, a broader classification of trolling, has grown steadily from 2007 to 2019, alongside 

social media[72], thus supporting the classification of chaos causers as malicious actors under the 

third criteria of growth.  
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Figure 3. Trolling growth[72]. 

Advertisers 

The focus of social media platforms on advertiser needs and desires over the users has led 

to questionable collusion between these entities. This advertising-based business model relies on 

a company paying for advertising space to generate revenue. Higher conversion click rates equate 

to steeper fees charged for advertisement space[29]. It is well-established that the most effective 

method is targeted advertisements, which selects ads for users in accordance with data gained from 

a user’s interaction with a platform, in the form of likes, comments, scroll backs, brief hesitations 

over an image, search history, and every other recorded piece of data[29]. This generic and 

seemingly malign categorization was selected for the part played in impacting social media design 

to generate revenue instead of connection.  
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Advertisers’ negative exploitation and shaping effect on social media deem it the worst of 

all other actors. The control companies have to persuade Americans is frightening. In 2019, the 

Statista Research Department polled a sample about the relation their purchases had to them seeing 

a social media advertisement. An overwhelming 80% of participants reported being compelled to 

buy an item as a result of an advertisement at least once[28]. The level of influence exerted on 

consumers by advertisers warrants a malicious classification associated with these actors and a 

successful manipulation of users. 

A colloquial expression goes, “if you are not paying for it[product], then you are the 

product”[30]. Support for this claim comes from a 2018 estimation of the advertisement revenue 

Facebook made per each user’s data. The average was calculated as $110 per user[17]. However, 

prioritization of this revenue stream is expected to catapult the worth of the average American’s 

data to exceed $400 by the end of 2022[17]. This growth is directly tied to the effectiveness of 

targeted advertisements and the development of captology techniques. Social media advertisement 

dominance is observable by the increase in spending on digital mediums attributed to persuasive 

techniques producing a higher yield per dollar spent[74]. A suitable level of growth to match that 

of social media. 
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Figure 4. Digital advertisement growth[74]. 

Radicalizers 

Radicalization is “the process of developing extremist ideologies and beliefs”[31]. 

Moreover, this establishes a radicalizer as the person encouraging and facilitating this process for 

another individual. Extremists seek to radicalize for various causes; however, four main groups 

dominate the literature in the United States: Islamist, far-left, far-right, and single-issue 

extremists[2]. The process of radicalizing others to act on the behalf of the groups instead of 

themselves shields their actions from the law. Random victims convinced of the ideology face 

legal consequences for the acts of terror they were convinced to commit. Therefore, radicalizers 

have a win-lose mentality by convincing others to conduct dangerous behavior while they remain 

risk-free. 

The best illustration of radicalizers manipulating users comes from a case of radicalization. 

This fictional account based on the Pizzagate conspiracy theory[1] illustrates a simplified story of 

a victim of radicalization. The conspiracy theory began during the 2016 presidential election. 



15 

Supporters claimed that the United States Democratic officials orchestrated child sex and human 

trafficking rings in the basements of numerous restaurants. The substantiation originated from 

allegedly coded messages in emails revealed on Wikileaks. Immediately following the first claims, 

every credible source refuted its legitimacy, but not everyone listened[SOURCE]. In this case, one 

minute a person is liking a post on Facebook by their US Representative, and the next minute they 

find themselves commenting a 1000-word dissertation of outrage on an article detailing the child 

trafficking ring in a Comet Ping Pong pizzeria basement. The individual stops in the middle of a 

compelling closing argument. As though coming out of a trance, the individual shakes their head 

and gawks at the screen in utter disbelief. A racing mind begins frantically searching for the 

sequence of decisions that led them here, but no clear-cut explanation is found. The above scenario 

emerges as a frequent occurrence for people worldwide. However, many people do not experience 

the moment of clarity detailed above. Other accounts of radicalization follow this path, where 

individuals are unsure of how their thought process transformed from logical to agreeing with 

extremist theories. This fulfills the second criteria of the manipulation of users. 

The database of Profiles of Individual Radicalization in the United States (PIRUS) depicts 

over 1,800 Americans who were radicalized and subsequently committed acts of extremism from 

1948 to 2016[2]. It provides the most comprehensive statistics linking social media use and radical 

activities. Spanning from religious extremists to any other motivation for committing acts of 

domestic terrorism, PIRUS represents the first step “from an empirical and scientifically rigorous 

perspective.” Therefore, it proves the correlating growth of social media and radicalizers. 

Analyzing the role of social media in radicalization for sequential five-year periods reveals the 

rapid transference of radicalization efforts to the digital world. In the time between 2005-2010, 

social media played both a primary role, 1.63%, and a secondary role, 25%, in total cases. The 
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following five years, (2011 to 2016) showed that social media played a primary role in 16.95% of 

cases(a 900% expansion), and a secondary role in 56.27% of cases(greater than 100% increase)[2]. 

In 2015, the Subcommittee on National Security noticed these shifts, expressed by the plea that 

“we must do more to counter the social media threat posed by the Islamic State and other terrorist 

groups.”[37]  Radicalization found an environment suitable for its growth and the acknowledgment 

of social media’s facilitating role grows widespread. The role of social media in the radicalization 

trend line’s trajectory can be predicted through isolating datasets found during 2016. There was a 

social media component in 90% of radicalization instances, an additional 15% from the average 

of 2011-2016[2]. Future data is expected to corroborate the emergence of social media as a 

dominant player in radicalization until an equilibrium is reached. The deemed favorite platforms 

of extremists divulge those they are effective at operating on, and in turn, highlight the platforms 

to investigate that are conducive to radicalization. To highlight this development, a rapid ascension 

ensued of social media becoming the dominant medium for radicalization efforts. For comparison 

purposes, during the 8-year period, 2006-2014, the percentage of U.S. extremists utilizing social 

media went from 2.86% to 78.57%[2]. Outpacing the adoption rate of the aforementioned poll, 

concerns are raised that social media’s appeal to extremists is stronger than its appeal to all US 

citizens[3]. Therefore, significant data supports the growth of radicalizers with social media. 
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Figure 5. Social media popularity with extremists[2]. 

Election Interferers 

A democratic ideal is not held more sacred than the right of an individual to vote for their 

representation. Election interference takes aim at this “core institution of democracy”[33] being 

defined as “one country or group attempting to influence an election in another country”[16]. An 

expressed intention is to steal the democratic right of individuals and elect an official favorable to 

the threat actor. If the majority of people voting in an election agreed with the official these 

interferers wanted, there would be no need to interfere. Therefore, this member fulfills the Win-

Loss criteria. 

One notable example is Facebook, which emerged as the poster child for the social media 

industry during the 2016 United States Presidential election and Brexit[10]. Thoughts and beliefs 

previously deemed extreme had garnered enough support to win votes and elections. This 

phenomenon is attributed to the widespread use of one entity: social media[10]. It showcased the 

power the digital world possessed to direct narratives regarding geopolitical issues. In fact, 

Americans report heightened personal difficulty in recognizing false information on social media 
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since the 2016 election[65]. They expressed the decision-making process relied on to make sense 

of the world was exploited and damaged because of these campaigns by-election meddlers. 

Therefore, manipulation of these users occurs. The specific nature may vary, which results in 

evaluation and judgments on a case-by-case basis. Moreover, the legal ramifications become 

further clouded when ruling whether an account was producing political content or intending to 

interfere in an election.  

This murkiness stymies a set procedure of identification. Despite this difficulty under 

international law, it is illegal to interfere in elections based on intention and outcome[33]. 

However, an expectation of strict adherence to this law should be avoided as historical precedent 

shows frequent and blatant violations. For instance, the United States and Russia are theorized to 

have interfered in one out every nine national elections in the latter half of the 20th century[16]. 

This begs the importance of worrying about interference when an election has a ten percent 

possibility of being influenced. With the turn of the century came captology and the potential for 

these two actors to influence every election became more than a fantasy. Once again providing 

support for Bernays claim of “invisible rulers” in charge of the fate of “millions”[14]. For the 

requirements of criteria three, Google search trends for Election Interference between 2004-2020 

were chosen[73]. This assumes that additional popularity came as the result of increased efforts 

by election-interfering actors and can be observed in Figure 6. Due to its transitory nature, the 

catalyzing effect of the online realm on election interference is difficult to demonstrate statistically, 

therefore, this dataset is sufficient. Prior to the 2010s, minimal people searched for election 

interference despite it occurring, but in the mid-2010s this amount spiked. It perpetuated a higher 

level of interest than before. 
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Figure 6. Google search trend of "election interference"[73]. 

Research Focus 

  It is the intention of this study to demonstrate their presence is indicative of the 

platform being hospitable for abuse and fulfills the fourth criteria: exploitation of the platform. 

Now that the S.C.A.R.E. collective is defined and outlined, it is hypothesized that all actors will 

exploit social media platforms with a degree of overlap. For this study, the focus stems from this 

assumption. Therefore, four key questions inform all framing, testing, and analyzing.  

1. Do S.C.A.R.E. actors exploit social media platforms for their own gain through similar 

weaknesses? If so what are these structural flaws? 

2. How can these shared weaknesses be evaluated for presence on a platform? Do the created 

metrics sufficiently evaluate the platforms? 

3. Which social media companies display the greatest proclivity of exploitation by S.C.A.R.E. 

actors? How do these findings compare to prior analyses? 
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4. What improvements can patch the holes essential for S.C.A.R.E. actors’ success? How can 

this framework be implemented? 
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Chapter 2  
 

Literature Review 

Controlling Mindsets 

Since the formation of civilizations there existed an expressed desire to control fellow 

humans’ mindsets. It was a natural occurrence as figures in power relied on people believing in 

the right narrative and supporting their rule. Consequently, rulers devised increasingly complex 

methods of control. Catchy phrases and images emerged in more formal ways as society 

progressed. Documented findings and accounts from the Roman Empire depict the emphasis 

placed on imperial coin imagery. Emperors inscribed a picture of themselves or a concept 

instrumental to their rule[12]. For instance, Brutus, a senator that played a role in assassinating 

Caesar, issued coins with his image on one side and two daggers on the other[103]. After killing 

Caesar, he found it necessary to gain popular support for future battles. He managed to raise a 

substantial army partially attributed to this technique, however, his forces were ultimately defeated 

during the civil war. Messages on coins proved to be an effective method of guiding popular 

sentiment and explaining policy[12]. Rulers and malicious actors limited by these forms of public 

relations and propaganda exerted minimal influence. They sought increased power. So nations 

devoted resources and time to developing more effective techniques. However, no major progress 

occurred until the 20th century and by a man with the name of Edward Bernays, a nephew of 

Sigmund Freud. 

A massive monetary allocation and technological innovation allowed for future persuasive 

public advertisements to steer public perception to an unmatched level. Specifically, advancements 
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occurred in persuasive advertisements circa 1910[68]. It was at this time that the purpose of 

advertisements shifted from informing to creating a realized desire[68]. This evolved objective led 

to an area of study and research ripe for exploration. A major belief curated by this desire-focused 

advertisement movement was the notion of acceptable breakfast foods. The idea that breakfast 

should be the most important meal of the day and specific foods should be eaten are products of 

cereal advertisement campaigns. James Jackson and John Kellogg were religious men that 

understood the persuasive guilt that religion possessed. Kellogg’s cereal was marketed at 

sanatoriums on the ideals of health, religion, and hard work, making exaggerated claims, including 

the cereal’s ability to relieve the urge of masturbation[13]. On top of these claims, a sense of 

maternal duty to serve cereal to children solidified cornflakes’ as an American breakfast staple. 

These marketing techniques solidified breakfast as a moral decision in the minds of Americans 

and subconsciously “injected attitudes favorable to consumption”[68]. Bernays further exploited 

the notion of breakfast when contracted to increase bacon sales. His genius strategy consisted of 

persuading a doctor to issue a statement that a breakfast of bacon and eggs was healthier than a 

light breakfast. Then, he sent this statement to 5,000 doctors in the form of a petition to gain 

credibility. Finally, it was published in newspapers and the general public perceived it as a 

scientific study[13]. The instant success of this newspaper advertisement scheme gained Bernays 

immense notoriety in the marketing realm. Lucky Strike took notice and hired him to drive their 

cigarette sales and public interest[69]. After analyzing the disproportionately low sales among 

women, Bernays crafted an idea. Instead of going directly to the consumer, he convinced fashion 

and retail companies to empower the narrative that Lucky Strike green was a fashionable color. 

These companies began displaying window mannequins and magazine models with the color and 

substantially elevated their inventory of green clothing. Then, he coordinated for a group of women 
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to be photographed smoking cigarettes. These photos appeared everywhere with cigarettes labeled 

as “torches of freedom”[69]. Capitalizing and partially hijacking the feminist movement, his 

campaign saw immense success and Lucky Strike cigarette sales skyrocketed. At this point, 

Bernays received attention from the US government. When the United Fruit company’s interests 

were threatened in Guatemala, a series of operations started. Now classified under the Banana 

Wars, the United States launched a coup to overthrow the democratically elected Guatemalan 

government[69]. Bernays stepped up and launched an information campaign to support the integral 

nature of United Fruit, explain the interdependence of the US and Guatemala, and criticize the 

alleged communist rulers, among many fabricated stories to change public sentiment. Once again 

he was successful and solidified his status as the most influential public puppetmaster. Creating 

these techniques and putting them into practice gave him insight into the power of influence 

capabilities[14]. As referenced earlier, Bernays had astute awareness that the world was controlled 

by those who possessed a mastery of persuasive techniques. After all, Bernays was one of the key 

players that demonstrated colossal influence in shaping the 20th century[69]. Hundreds of 

examples are littered throughout history and as other areas of study developed, so did persuasive 

messaging. Today its’ developments shifted to the online environment and novel methods to exert 

influence. 

Before long, it was discovered that improvements in human psychology and neuroscience 

could be tested and accelerated in the digital realm with unparalleled ease. The computer allowed 

for a leap that dwarfed all previous persuasive technology advancements. Focus groups were 

inefficient and limited by time constraints, while a constant flood of participants waited online. It 

took until the late 20th century for someone to identify the true power an internet user wielded. 

B.J. Fogg’s seminal work on persuasive technology, or captology, set the basis for all future 
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research[15]. The outlined benefits which allowed for computers to achieve the desired outcome 

more effectively included persistence, anonymity, the quantity of data, modalities, scalability, and 

access[15]. To fully grasp how these shifted capabilities catapulted power dynamics is 

unfathomable. There was not one ability that improved, but rather more than six. Fogg identified 

how this immense power forced responsibility on every citizen of the world. Accordingly, 

captology became a moral debate surrounding the capacity for healthy and positive endeavors to 

materialize while conversely revealing techniques that facilitate malicious intentions and abuse. 

Seeking to expand on his previous work, Fogg teaches a course at Stanford University about 

persuasive technology techniques and systems[19]. Past students are blamed, due to their time in 

his class, for their instrumental contributions to the design of features, including the like button, 

red notifications, infinite scrolling, and autoplay videos, along with many others.[19] These 

features are ubiquitous on highly addictive social media platforms. One can argue that this might 

be the single most impactful course in the world because of the daily impact these features have 

on people’s lives. Experts expect new methods to surpass these in persuasive capabilities. An 

incredible concept considering the capabilities platforms already possess. Fresh techniques for 

persuading online individuals have become a monetarily valuable aim for companies and 

independent researchers alike.  

A popular and effective technique, known as A/B testing, exhibits simplicity in which user 

preferences can be determined. Implementation of this testing requires a random sample of users, 

a new feature, and an account for all external factors[20]. Then, half the users are shown the control 

item while the remaining half view the testing feature on the item. All user data pertaining to 

interactions with the items are computed and analyzed to upgrade an item’s display to maximize 

the desired outcome, which normally is engagement. This analysis can define causal relationships 
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with strong statistical significance[20]. An example of A/B testing can be seen below. The two 

progressive advertisements differ in their last line. This variation tests which method is more 

effective at making a user click. 

 

 

Figure 7. A/B testing example[62]. 

Various other assessments are done on a personal level, building a profile on an 

individual’s subconscious ideations and motivation. Normalization of these practices informs the 

present context of the digital world, where a user’s every interaction with the internet is met by a 

supercomputer on the other end. The more interaction, and user input, an algorithm transforms the 

subjects/users to act increasingly Pavlovian. Moreover, when given a cue, a person responds in the 

desired way, ie clicking on an advertisement. The ramifications of opening these windows into the 

mind have yet to be understood. Leading to ethical dilemmas, Fogg stresses the three obligations 

facing society regarding captology and the entirety of persuasive technology: amplifying its 

existence to the general public, combatting those utilizing it for exploitation, and emphasizing the 
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ethical guidelines for innovation[15]. This worry surrounding the importance of society’s 

intervention in persuasive technology was not widespread until recently and consequently few 

regulations resulted. A grasp of the process through which social media changes user decision-

making gives insight into how S.C.A.R.E. actors can exploit users and platforms. 

Policies 

 Social media resides in a limbo status of being a private product or a communal 

good or service. The debate stems from contention over the level of impact it has on the average 

American and the ability to narrate discourse in the public sphere. Social media conglomerates 

went unregulated for a greater part than half of their existence due to uncertainty and a lack of 

clarity delineating the internet’s future path. Consequently, stories of abuse run rampant and 

accountability is non-existent. If there was not an expectation from the majority of society for 

regulation this would not be an issue. However, Americans relied on the government to properly 

regulate these entities and ensure they acted acceptably. Based on cases such as the FDA regulating 

how cigarette companies can market to children[104]. Sadly the public’s trust was misplaced. 

Social media’s insanely fast growth made it too challenging to regulate through bureaucratic 

means. Speed and evolving entities make policy difficult due to the process and subsequent 

requirements of regulating something. A regulator must outline the boundaries of its capabilities 

and current functions. Thus, clearly defining social media becomes vital as the Knight First 

Amendment Institute at Columbia University states, that to fully grasp how to regulate an entity, 

the why of regulation must be answered[70]. If this component is neglected, then the resulting 

regulation will fail or be distorted to serve another purpose. Additionally, the entity targeted by 
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regulations may evade restrictions through a quick pivot of features, practices, and types of abuse. 

Legislative lag contributed to the environment witnessed in the modern age. 

Specifically, the United States lacked the desire in pursuing these entities as they were 

American-based companies and the economy profited from their creation. Interestingly enough 

this resulted in the most relevant legal regulation enacted before mainstream social media 

platforms were invented. Section 230 of the Communications Decency Act of 1996 shields internet 

companies, namely online service providers, from the liability of actions and speech users engage 

in on their platform[34]. 

Section (c)(1) [35] 

No provider or user of an interactive computer service shall be treated as the 

publisher or speaker of any information provided by another information content provider. 

Section (c)(2) [36] 

No provider or user of an interactive computer service shall be held liable on 

account of (A) any action voluntarily taken in good faith to restrict access to or availability 

of material that the provider or user considers to be obscene, lewd, lascivious, filthy, 

excessively violent, harassing, or otherwise objectionable, whether or not such material is 

constitutionally protected 

(B) any action taken to enable or make available to information content providers 

or others the technical means to restrict access to material described in Section(c)(1) 
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            The above clauses serve two primary objectives in providing legal immunity to 

social media corporations and platforms. Section(c)(1) relinquishes the legal responsibility of 

content published by another party regardless of any content moderation system the platform has 

in place. The extent of protection stops if the platform contributed to the content’s creation in any 

capacity[35]. However, enforcement instances of platform contribution do not exist. Then, 

Section(c)(2) provides the guidelines and legal immunity for which content moderation by 

companies is permitted on platforms. As well as for the dissemination of content blockers to allow 

users to self-moderate their personal ecosystem and page[36]. These two clauses are the foundation 

upon which all US social media content moderation policy is built on. Consequently, the Federal 

Communications Commission (FCC) stands as the sole enforcer and administer of Section 230. 

Supporting this jurisdiction, the Supreme Court ruled that the FCC has the jurisdiction to interpret 

the sections broadly and make modifications when deemed necessary[71]. This designates the FCC 

as the acting legal authority over determining whether to regulate acceptable standards and 

practices with a greater degree of complicity placed on social media companies. The FCC’s prior 

experience in regulation covered radio, telephone, and television mediums. Now the government 

expected it to step up to the major league from the little league. Social media companies won a 

rigged fight for free reign in the industry. Liability for social media accountability falls on this 

government agency or more on the lack of government resources to back it up. Beyond a supposed 

carte blanche held by the FCC, the landscape of policy and regulation for companies is nonexistent. 
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Figure 8. Public opinion toward industries[22]. 

Since the dawn of social media, the United States Government has been wary about issuing 

legislation that would regulate these entities due to the topic’s partisan nature in encroaching First 

Amendment rights. Social media conglomerates are put in a similar situation, with any decision 

potentially alienating a chunk of their userbase. Their lack of standard policy and repeat abuses 

has resulted in declining approval ratings of the internet and computer industries[22]. While 

approval ratings of the government have decreased as well, the multitude of factors beyond just 

social media policy is substantial. Social media management shares partial liability. This outlines 

the hardest element of the situation society finds itself in. No one party is completely responsible 

and everyone wants a single scapegoat. While being a consideration of this study, it exceeds the 

outlined scope. The focus revolves around the key structural flaws that grew because of this 

colossal failure of government, S.C.A.R.E. abusers, social media companies, and others. 

A brief background of other nations’ social media policies serves to illustrate the reasons 

why the United States is the primary subject of analysis. Further, it conveys the global issue this 
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threat becomes the longer society ignores the root causes and tries for ineffective policy. First 

comparing the policies on content moderation in the United States versus other nations proves 

revealing. In 2017, the German government passed a bill, dubbed NetzDG, intended to hold social 

media platforms accountable for failing to properly moderate content. The primary reasons grew 

from the proliferation of hate speech originating in Neo-Nazi and radical groups. Attempting to 

take a strong stance, the government included harsh penalties. In the worst cases, fines amount to 

sums greater than 50 million Euros[85]. An overt attempt was made by the government to shift 

blame onto social media companies, contrasting heavily with the Section 230 immunity guaranteed 

by the United States FCC. However, the practice described as “notice and takedown” in the 

German policy receives year-over-year backlash for ineffective enforcement. Only a few trickle-

down reports and cases occurred in the following three years[107]. Even harsh penalties and 

bipartisan policy find difficulty in making a difference. One begins to wonder if the way policies 

take aim at abuses is unfounded. Instead of catching the water out of a sprinkler, one turns down 

the water flow from the hose. In the same way for content moderation, the comments prove 

impossible to stop, but when the perspective shifts to the primary reasons for content moderation, 

a solution seems feasible. Again patching social media’s structural flaws surpasses policy when 

evaluating logical and practical effectiveness. 

 On the other side of the world, Australia has taken steps to fight trolls and defamatory 

content with its proposed Social Media (Anti-Trolling) Bill[39]. This bill’s development was in 

response to a contentious court ruling that assigned partial liability to users whose pages were the 

subject of anonymous defamation posts and hateful content. Regardless of the user’s level of 

awareness, legal officials may issue fines[39]. The Australian government noticed this violation 

and decided action was necessary. The aforementioned proposed bill legally compelled social 
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media platforms to supply the contact information of an anonymous poster in a defamation 

complaint under an unmasking clause. If the platform does not or cannot provide the required 

contact details, the service provider will be treated as the publisher of the defamatory post[39]. 

Then, parties or regulating bodies file complaints against the platforms for negligence, and fines 

result. A unique approach that takes aim at anonymity and tests the limits to which social media 

companies protect their users. The hypothesized benefits of the bill passing are reduced reported 

cases of defamatory content, improved moderation by service providers, and a more congenial 

environment to engage in social networking. Critics state this bill will fail due to the lack of 

“evidence-based” frameworks to identify this behavior. Instead, they suppose the results will be 

wasted money and court time of judges[108]. As seen in the previous content moderation policy 

with Germany, a policy to punish offenders neglects to consistently and firmly outline what actions 

deem an individual as an offender. Referring back to the Knight Amendment’s determination of 

how to regulate an entity, both these policies are utter failures[70]. Admittedly, this shows a step 

in the right direction. Precedents, as displayed here, represent a shift in the attitudes governments 

and legislative bodies establish toward social networking.  For example, the stark contrast between 

this bill and Germany’s Network Enforcement Act with Section 230 Immunity Clause leads to a 

rift in policy decisions between nations. Eventually, this could force social media platforms to 

accommodate differing policies and from this chaos better methods every country agrees on will 

emerge. Both Australia's and Germany’s legislatures seek to raise and diversify the minimum 

standards service providers must follow to operate as a global platform.  

The gap between what regulations should be and are is massive. If the government tried to 

close this chasm when it was a crack, regulation could have succeeded. In the present day, policy 

shows minimal impact and society requires an outline of improvements for future platforms. This 
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study provides the basis for a framework as regulating bodies utterly failed to meet this 

requirement. 

For this research, the United States serves as the primary subject due to four reasons: the 

lack of policy or action, the origin of most social media platforms, and internet penetration rates. 

Comparably, the United States does not display the similar desire of Australia and Germany to 

protect their citizens from malicious actors. Additionally, the most famous cases of social media 

abuse originate from the United States. While there are some notable exceptions, these do not 

compare to the sheer magnitude of cases in America. Next, the four most popular social media 

platforms: Facebook, Instagram, WhatsApp, and Youtube; all originated in the United States[109]. 

Finally, the United States has some of the highest internet and social media penetration rates of all 

nations[114]. The combination of the above four reasons solidifies the selection of the United 

States as the primary country for evaluation in this study. 

Previous Frameworks 

 Before this study began, the focus was different. The original intention was to use 

existing frameworks rating social media abuse in order to create a secure online platform where 

users could operate freely and safely on. Preliminary research proved this aim was infeasible. 

There was no definitive existing literature on or closely related to what the author sought. Some 

studies identified flaws in social networking and others detailed how S.C.A.R.E. actors achieve 

success, albeit not the identical actors grouped together in the same way. However, these 

frameworks supposed the flaws as unchangeable, something that society has to learn to live with 

if it wants the benefits. Due to no prior frameworks for categorization of a collective, like 

S.C.A.R.E., that abuses social media, nor for rating social media’s likelihood of being exploited 
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and abused, the primary purpose of this study transformed. While prior research is limited there 

exist frameworks containing information and helpful ideas. The below frameworks frame  the 

online ecosystem and extremism in a unique manner. Select issues and factors are highlighted, yet 

they stop short of outlining any comprehensive system. They provide great insight and topics to 

consider in order to create a methodology for grading and categorizing S.C.A.R.E.'s exploitation 

of social media. 

Violent Extremism Evaluation Measurement  

 The Violent Extremism Evaluation Measurement is a general framework of 

warning signs detailing how a user is abused. It gives an overarching summary of the process from 

beginning to end. The framework depicts the forming characteristics of extremism, the first signs, 

and final outcomes. These stages are depicted as the “Initial states of extremism”, “Initial 

manifestations of extremism”, and “Extremist manifestations”. Within each stage, specific 

inclinations and actions highlighted the progress of an individual on the extremist path. The 

pertinent phase for this study is “Initial manifestations of extremism”, which describes the qualities 

that are symbolic of a person becoming radicalized. These consist of the following: “Posting, 

sharing, and interacting with extremist content in social media”, “Regularly accessing and viewing 

extremist websites and engaging with others on extremist forums and chatrooms”, and 

“Identification with, belief in, and acceptance of extremist narratives”[105]. From these three 

traits, one extrapolates the components of social media that support extremism and radicalization. 

Understanding these three initial manifestations, one interprets the beginning of radicalization as 

a person interacting with the content, and community, then shifting their beliefs to fall in line with 
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radical concepts. So, it becomes crucial to identify the qualities which increase the likelihood of 

each of these factors. Specifically, what medium or platform provides the greatest alignment. As 

shown in the reasoning for radicalizers as S.C.A.R.E. actors, social media is that medium. It allows 

for the greatest growth and the migration of radicalizers occurred as a result. The importance of 

this framework lies in its definition of how to gauge a S.C.A.R.E. actor’s initial success and impact. 

However, the case studies chapter explains the specific methods by which radicalizers achieve 

success including exploited weaknesses. The VEEM framework informs the deeper study of this 

one S.C.A.R.E. actor and favorable components sought. Based on the limited relevance of 

preliminary frameworks of each S.C.A.R.E. actor, the author chose to detail VEEM in order to 

illustrate the way they exceed the scope of this study. 

The Honeycomb Framework 

 Another framework, named the Honeycomb Framework, describes the basis of how 

someone socializes online. It seeks to display the tradeoff between positive social media 

functionality and the resulting negative counterparts. It expresses how the initial public conception 

and media presentation of the benefits were positive, but now it dwindles every year. The  authors 

contend this was predictable. A combination of functions social media achieves directly 

corresponds to abuse. These functions are covered by seven groups in which an individual exists 

online. Social media’s functions for an individual consist of sharing, presence, conversations, 

identity, relationships, groups, and reputation. All abuse on social media derives from these seven 

functions. Abuses outlined are election meddling, disseminating fake news, trolling, intellectual 

property leaking, and numerous more. A basic overview of each function and its dark side covers 
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the necessary knowledge to comprehend the implications of this framework in the ensuing 

analysis. The first functionality of sharing provides massive amounts of information to every user 

in the form of user-generated content(UGC), but inappropriate UGC spreads just as rapidly and 

widely. Then, a user’s presence indicates how accessible a user is and where they are, however, 

this leads to nefarious location tracking and monitoring. Next, conversations describe how users 

communicate with one another, yet not all this dialogue is positive with misinformation, 

disinformation, and aggressive engagement. The center of the honeycomb structure is an 

individual’s identity. Identity is a person’s online representation and the pivotal component of a 

social media profile, therefore, the target of exploitation by outside actors. This exploitation occurs 

through the fifth functionality of relationships: the extent to which users can connect to each other. 

Primary methods of abuse are threat, coercion, abuse, and intimidation of the user. Through 

continued abuse, a person’s reputation, the sixth honeycomb component, takes a hit with shaming 

and defamation. Finally, the interaction of an individual with a group leads to echo chambers and 

biases when processing information[106]. Overall, this framework aptly analyzes the expression 

of a real person in an online environment.  
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Figure 9. The Honeycomb Framework[106]. 

Copying the online world to a digital landscape does not come problem-free and the 

greatest functions, double as flaws. In certain aspects, these issues destroy the foundations of 

human socialization and drive the species further apart. The Honeycomb framework highlights 

these potential abuses to an apt degree. Its main applicable tenets involve the dark side where 

functions, or features, of social media, connect to malicious actions and outcomes. Relevance to 

the current analyses requires an approach of reverse engineering. This means starting at the abuses 

and following them to the root cause, the functions, then connecting the functions to features social 

media platforms contain. Improperly implemented functions result in flawed features, which set 

the stage for abuse. Features are the intermediary as the functions in and of themselves are not evil, 

but dealt with incorrectly and malicious actors pounce. The missing element of the honeycomb 

framework demonstrates the need for in-depth exploration of how abusers operate on social media 

platforms. Specifically, the features that allow for their success. Not all these functions and abuses 

fall within the scope of the thesis. Therefore, the S.C.A.R.E. actors and their actions decide which 

functions to include based on the abuses led to as depicted by the Honeycomb framework. 

Organizing these functions and abuses in a table format, allows for additional connections. These 
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include identifying the S.C.A.R.E. actors that engage in each type of abuse. Further, the case 

studies section will provide the features that lead to the function being abused in a specific manner.  

 

Function Feature Abuse Type S.C.A.R.E. Actor 

Sharing TBD Inappropriate UGC S.C.A.R.E. 

Groups TBD Echo-chambers/Bias S.C.A.R.E. 

Conversation TBD Misinformation/Disin

formation/Aggressive 

engagement 

S.C.A.R.E. 

Identity TBD Target of exploitation 

(user) 

S.C.-.R.E. 

Relationships TBD Threat/Coercion/Abu

se/Intimidation 

S.C.A.R.E. 

Reputation NA Shaming/Defamation -.C.-.-.-. 

Presence NA Location 

tracking/Monitoring 

-.-.-.-.-. 

Table 1. The Honeycomb framework and S.C.A.R.E. actor analysis 

The seven building blocks inform this socialization process, which hopefully companies 

utilize to improve platform design going forward. A constant reminder of this honeycomb 

framework helps to establish a structural analysis of how these functions translate to features 

S.C.A.R.E. actors exploit and in turn lead to types of abuse. This represents one influence on the 

case studies component of this thesis. 
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Chapter 3  

 

Case Studies 

It is the intention of this study to demonstrate that the presence of structural weaknesses on 

a platform indicates the platform is hospitable for abuse and fulfills the fourth criteria: exploitation 

of the platform. 

Scamming 

As stated previously, scamming on social media platforms has achieved an exponential 

rate of growth. The fundamental components enabling this pattern are exposed when analyzing 

popular cases of social commerce fraud. A routine case of social media scamming starts rather 

simply. A seemingly real user, who is the scammer, contacts an individual. The scammer 

advertises a product or starts a dialogue with the individual. Then, the scammer compels the victim 

to buy a product, send money, or give information. Finally, this scammer stops communicating 

with the user and fails to deliver on their end of the agreement. If this final step occurs differently, 

no scam took place. This component makes detecting scams difficult as the adversary has a 

considerable amount of time between the user sending them money, or information, and them 

realizing a scam occurred. The relatively uneventful nature of this S.C.A.R.E. actor differentiates 

it from the traceable signs the rest of the actors give.  

A person’s whole identity exists online and this includes names, date of birth, pet names, 

and phone numbers. It allows for an atmosphere of new connections and real-life ones continued 

in this digital landscape. However, it also opens the door to scammers who prey on this level of 

personalization. Essentially, the more information known about the user the better content 
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recommendations are, which results in the user trusting the information as it builds in their own 

biases. Analyzing the dark side proves this personalization serves another purpose. In the case of 

identity theft scams, scammers need only three pieces of the listed information about a person’s 

identity[112]. This becomes even easier for scammers when platforms improperly handle their 

users’ information. Then, emails, phone numbers, etc, become public information ripe for the 

picking and abuse from waiting scammers. Examples include Facebook leaking the information 

of over 6 million users in 2012 and Twitter revealing the information of 1 million of their users in 

2013[112]. These are two cases from a vast pattern of repeated inadequacy by those companies 

charged with protecting online identities. Both data handling and personalization open users to 

vulnerabilities from scammers. It appears that driving engagement up also drives scamming 

success. 

According to a study conducted on Malaysian participants, there are qualities that 

determine online fraud’s success, particularly on a social networking platform[76]. Taking into 

account the responses of 707 social media users, they analyzed factors including the purchase of 

goods, social media use, and prior scamming incidents, among other data points. The authors 

concluded that there was a positive relationship between the length of time spent on a social 

networking platform and the inclination to make a purchase[76]. Platforms seek this correlation 

with their advertisement engagement objective. A user’s duration spent on a platform is influenced 

heavily by engagement features utilizing captology to hold and keep a user’s attention. 

Furthermore, the likelihood of being scammed escalates with the number of purchases made 

online. This suggests that increased social media use leads to a greater probability of becoming a 

scam victim[76]. Although engagement in and of itself does lead to scams, the study gives 

additional credit to social commerce’s features of “anonymity, non-transparency, invisibility, and 
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payment method”[76]. They declared with certainty these features played a role in enabling 

scammers. In this sense, the platforms appear to corral their users akin to fish for scammers to 

throw nets at. Albeit this is not the situation or the initial intention, it manifested as such. The 

objective matters less when the impact reaches this scale of abuse. If systems created guidelines 

to identify these nefarious actors, the platforms would gain partial praise for fighting the issue. 

Unfortunately, the sheer volume of scams creates an insurmountable challenge. 

Moderating fake advertisements, accounts, or previously reported scams, becomes 

paramount. The procedure for identifying the characteristics of a scammer and subsequent 

moderation became disjointed over time. The context of content moderation and current techniques 

provides a comprehensive picture of the problems today. While research traditionally details the 

content moderators located in the United States, the majority of moderating has been exported to 

India among other nations in “the Global South”[77]. The Global South refers to less-developed 

or developing nations that have lower economic and geopolitical power in the global ecosystem. 

Barriers emerge in the sheer volume of content and comprehending complexities of accepted 

behavior, therefore, moderators share the workload with automated processes. However, 

automated systems express immense difficulty in recognizing slight deviations in what appear to 

be legitimate profiles at first look, according to the founder of a top Indian content moderation 

firm[77]. The combination of Indian moderators' analytical ability to assess scams and automated 

algorithms' capability of working through vast amounts of content appears to be a solid method. It 

seeks to address the totality of incongruencies each moderating entity faces. Unfortunately, the 

separation of analytical human skills and quantitative computing leaves a significant portion of 

scams free from moderation. Another difficulty emerges in anonymity preventing scammers from 

capture. Once one account receives a ban or is shut down, another account immediately surfaces. 
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In fact, fake accounts exceed 15%, 48 million, of all Twitter users[112]. By the time an individual 

realizes they fell victim to a scam and reports it, the scammer already deleted or moved on from 

the account used. Constantly shifting aliases makes social media a S.C.A.R.E. actors' dream world. 

The demonstrated shortcomings shed light on the core features enabling Scammers. Definitively 

outlining that attribution of success to eight structural features: engagement, invisibility, data 

handling, non-transparency, payment method, content moderation, personalization, and 

anonymity. 

Structural Weaknesses: 1) engagement structure 2) personalization 3) anonymity 4) 

invisibility 5) data handling 6) non-transparency 7) payment method 8) content moderation  

Chaos Causing/Trolling 

         The digital manifestation of sadism, better known as Trolling, has caused self-

loathing, anger, and many negative emotions. These incendiary results are based on and achieved 

through their vitriolic nature online. In practice, trolls camouflage themselves within the larger 

digital ecosystem. After all, how can actions consisting of a user posting an “inflammatory” 

comment on another’s post and “sharing inappropriate content” on their page be differentiated 

from the acceptable behavior of users[78]? Despite this lack of certainty in defining what speech 

or actions indict a person as a troll, the impact is visible. Referred to by countless synonyms-such 

as a bully, antagonizer, provocateur, cyberbully, provoker, and last but not least, troll, this 

categorization of S.C.A.R.E. actor thrives on the framework of structural weaknesses on social 

networking sites. A narrative example and commentary by a Twitter executive articulate these 

damaging real-world effects articulated best. 
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This tragic tale recounts the story of a 17-year-old boy named Felix Alexander. A case that 

gives observers insight into how trolls operate and the truly devastating impact they have on 

communities[81]. It is a prime example as the facts are straightforward without complexity 

obstructing an analyzer’s understanding. At the age of 14, Felix was an avid social media user. 

Much like the rest of his generation’s migration to social networking, its importance started to rival 

real-life interactions. A couple of months into his 14th year, he began receiving nasty messages. 

As days turned into weeks, these comments grew to a level impossible to ignore or solve with a 

simple block. To give context, the following insults were included in these comments: “black rat”, 

“ugly”, “worthless”, and “everybody hates you”[81].  The majority of these keyboard-warriors 

comprised a group of people that never met or remotely knew Felix[80]. Rossalyn Warren, in 

Targeted and Trolled, states this trend occurs frequently in cases as “trolls take advantage of the 

freedom to be cruel to strangers without their identity becoming known, so there’s no 

accountability, and without having to look their victim in the eye.”[63] This reveals a flaw in the 

identity function not highlighted in the dark side of the Honeycomb framework. The flaw lies in 

the lack of systems for non-repudiation and authentication. Unfortunately, this hate only became 

larger with time. It overflowed to his classmates taking part and bullying/trolling him. It hopes of 

starting fresh Felix and his parents decided to move schools. However, social media did not care. 

These trolls continued to make his life miserable even after switching schools. With comments 

daily, Felix’s feed turned into an echo chamber of disparaging and insulting content curated just 

for him. This group that forced Felix to join, gave him only negative content, but at the very least 

he was connected. For a duration of time, he made a brave decision and completely deleted all 

social media applications. This was short-lived. His mom commented on feelings of isolation and 

deleterious withdrawal symptoms. Felix’s apparent need for social media to engage with and be a 
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part of a group even if those in the group were horrendous human beings. A parallel to hard drug 

users is undeniable at this point in the case study. This association reveals the addictive qualities: 

Felix would rather suffer at the fingers of randoms than be alone. Tragically, Felix saw no options 

to escape from this torment. In 2016, he took one small step onto a train track and ended the misery 

forever[80]. The purpose of this story goes beyond a breakdown of the structural flaws of 

anonymity or engagement and speaks to the dire consequences of ignoring these S.C.A.R.E. actors 

that destroy and end lives. The case above represents the extreme of how damaging trolling 

behavior and chaos causers are.  

This paints a grim picture for the next generation. In fact, 70% of adolescents between 13-

22 have been cyberbullied or trolled[84]. Not all of these cases result in suicide, but that does not 

diminish the problem of social media issues being endemic. Due to this severity, the issue of 

moderating posts comes under scrutiny. In an open letter, Felix’s mother highlights a core issue 

present when platforms decide whether to moderate this type of content. She claims that while a 

passive entity does not actively participate in bullying, they serve in an enabling capacity “by not 

reporting it” or supporting “the child being abused, which just validates the bully’s behavior”[80]. 

If accounting for social media platforms as passive entities, the implications would find platforms 

liable under negligence to act. Understandably the platform has legal impunity, citing Section 

230(c)(1)[35], and the likelihood of the FCC taking a stand against the companies is minimal. With 

a basic contextual understanding of the Felix story, one may simply infer that society holds social 

networking companies to a lower standard than teenage boys[80]. Platforms may claim it is out of 

their power to moderate harmful content, but a former head of a major social platform tends to 

disagree. As articulated by retired Twitter CEO Dick Costolo, before leaving twitter, in his famous 

statement regarding content moderation on the platform: “We suck at dealing with abuse and trolls 
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on the platform and we’ve sucked at it for years…We lose core user after core user by not 

addressing simple trolling issues that they face every day.”[83] Immediately following this 

statement he admitted “full responsibility” and claimed all resources necessary would be tasked to 

handle the issue with “responsibility and accountability”[83]. This declaration was made in 2015, 

a full year before Felix committed suicide, in the midst of the Russian Twitter troll campaign 

discussed in a later case study[61], and four months before quitting[82]. A different narrative of 

helplessness presents a new lens to draw up opinions around content moderation, or the lack 

thereof. As evident in the discussed cases, vital issues have resulted in widespread and 

acknowledged abuse of platforms by trolls. These structural weaknesses consist of anonymity, 

engagement, echo chambers, and content moderation. 

Structural Weaknesses: 1) anonymity 2) content moderation 3) engagement structure 4) 

personalization 

Advertising 

The role played by advertisers in abusing social media’s features for profit is seen in a 

unique way as opposed to the other four S.C.A.R.E. actors. The contrast lies in the monetary 

relationship with social media companies. In fact, the case study of Facebook demonstrates how 

the platform shifted key components when the platform was still largely mutable to better 

accommodate this S.C.A.R.E. entity. The precedents set by Facebook can be traced as present in 

several social media platforms and still altering newer platforms.  

Facebook received a tremendous wave of scrutiny for the risks it invited based on its main 

features, specifically relating to the core tenets boosting its success. A paper from 2009 broke 
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down Facebook and social media as a whole’s attraction to users[5]. It states Facebook’s appeal is 

based on three theories: the “uses and gratifications” theory, the “third-person effect” approach, 

and the idea of “ritualized media use.”[5] Essentially, the first theory depicts individuals' inherent 

need for identity construction, entertainment and distractions, and relationships. The second theory 

communicates that users tend to associate the adverse effects of something with others while 

transcribing the positive ones to themselves. Finally, the third depicts the subconscious entrance 

of social media into people's daily routines[5]. When simplified, the structure of Facebook is built 

around a need individuals have, assuring their downplaying of risks, and forming a habit of user 

engagement with the platform. The report goes on to highlight serious flaws in Facebook and 

commentary by the “watchdog organization Privacy International that charged Facebook with 

severe privacy flaws”[5]. The major concerns observed by Privacy International surrounded how 

user data was handled insecurely and distributed openly to anyone who wanted it. This analysis 

took place six years after Facebook’s conception and set the stage for the future. This habit of user 

engagement presents a rare opportunity for a certain group of actors. 

Acknowledging this base theory of operation, Facebook’s potential as a persuasive 

technology became evident to advertising companies. Any product or idea an agency wanted to be 

sold could find a highly engaged audience assured to interact with it. The evolution of Facebook’s 

mission statement displays this shift in purpose from user to advertiser centric through subtle 

wording modifications[18].  
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Table 2. Facebook mission statement progression[18]. 

Initially, Facebook has a pure mission and demonstrates the massive possibility users now 

possessed. Facebook went public in 2012, and the implications are drawn when contrasting the 

mission statements of 2008 and 2017. No documented Facebook mission statement updates 

occurred from 2008 until 2017. Although sources debate there were numerous revisions, moreover, 

they disagreed with what the 2017 mission statement actually stated. This confusion escalated with 

releases by Facebook detailing conflicting mission statements. This change showcased, whether 

intentionally or not, that the platform’s sole concern was not connecting people to people. 

Additionally, the Cambridge Analytica scandal immediately preceded the change of mission 

statement in 2017[38]. This forced Facebook to take a broader stance in order to avoid liability. In 

comparing the 2004 and 2008 missions with 2022, a connection can be read as the goal for each, 

but who Facebook intends to connect its users to becomes open to interpretation in the latter. The 

description best corroborating the details mentioned earlier around Facebook’s design is the 

connection of advertisers with users.  They were revealing the true dynamic of customer-product 

relations as an inherent dependence formed: Facebook must prioritize advertisers' needs. Giving 

people the power to share allows for more information to be recorded about the individuals. The 

information age sees this user information traded for revenue from advertisers. While the true 
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depth in which Facebook serves advertisers' interests is barely exposed through mission statement 

analysis, company memos and outside reports confirm it. 

The prioritization manifested in unsavory outcomes as the needs of advertising companies 

are aligned closely with the others four S.C.A.R.E. actors. In a 2019 internal Facebook memo, an 

executive stated: “We also have compelling evidence that our core product mechanics, such as 

vitality, recommendations, and optimizing for engagement, are a significant part of why these 

types of speech flourish on the platform.”[6]. This was the response to why hate speech spreads 

successfully on the platform. This points to the growth of the structural features: engagement, 

vitality, and personalization, present on Facebook as a result of fine-tuning its mechanisms for 

advertiser benefit. Ingrained at a level near impossible to remove without heavy losses befalling 

the organization. However, content moderation could hypothetically slow the disastrous effects of 

these features. Until the realization hits that content moderation threatens the bottom line profit. 

Essentially, Facebook developed from the three primary reasons for success[5] to serve users, then 

advertisers took interest and Facebook refined its captology techniques. These primary reasons 

generated the highly impactful “core product mechanics”[6] that reward misinformation, hate 

speech, and abuse. If content moderation became stricter, the impressive levels of engagement and 

interaction would fall. 

 Assessing blame is difficult. The priorities advertisers forced onto a young and complacent 

Facebook is either textbook grooming or selling out for profit. Advertisers' part played in 

advancing their own agenda while leaving the door open for a collective of malicious actors 

matched only by Facebook’s complicity. Their influence can best be categorized as malicious due 

to their damaging impact on social networking. When generating revenue becomes dependent on 
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monetizing the personal information of a user base, the platform is no longer social networking, it 

is advertising networking. 

Structural Weaknesses: 1) engagement priority 2) personalization 3) vitality 4) content 

moderation 5) rate of misinformation spread 6) data handling 

Radicalizing 

Radicalization existed long before social media, however, as demonstrated earlier, it 

received a catalyst for growth in the form of social networking. The migration of radicalizers to 

platforms outpaced the average human[3]. So, what specific mechanisms were attractive enough 

to focus efforts on this digital medium. Moreover, which features encouraged the radicalization of 

individuals who would have not sought out extremist groups. Now being exposed to this content 

in such an appealing and persuasive manner that they can not resist. This case study reveals the 

root causes and enabling features through referencing the discussion on persuasive technology, 

examining the process by which radicalization occurs, and studying statistics and internal reports 

from Facebook, Twitter, and Instagram. 

Any individual has the potential to be radicalized. The process follows the psychological 

principles of constant exposure[95]. A person constantly exposed to graphic content leads their 

brain into a state of emotional desensitization and mortality salience, a state of being overwhelmed 

by the thought of one’s own death. This combination legitimizes extremist actions in the 

individual’s head. Eventually, leading to a heightened willingness to commit radical acts of 

terrorism such as suicide bombings and violent assaults[95]. The constant exposure resembles an 

echo-chamber environment where a user interacts with extremist content once and then it slowly 
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dominates a user’s feed. This level of personalization  makes the user feel a part of a community 

and as any person does to fit in: the person changes their perception. Personalized social media 

content makes extremism more appealing as a false reality forms in the user's head. A new reality 

that paints radicals as “positive and desirable”[95]. Instead of disgust, the user’s brain starts to 

rationalize these actions and identify with them. In turn, this causes quicker adoption rates by non-

extreme citizens through a simplistic process, credit given to social networking platforms. 

Online platforms such as Facebook and Twitter hastened online radicalization and the time 

frame of radicalization in general. Observation of radicalization duration corroborates this claim 

by a decrease in the mean time of radicalization from 18 months to 13 months over the span of 

time, 2005-2016[2]. A 28% decrease in the time needed to radicalize one person. Companies claim 

this is an unfortunate cost associated with the level of connectivity they offer. However, upon 

looker deeper, indisputable proof of platforms’ complicity emerges. Specifically, in regard to the 

algorithms tasked with recommending topics and information to users. An internal Facebook 

research report conducted in 2016 concluded that 64% of all people who join extremist groups 

were found to have been recommended the group[94]. Whether the person was already radicalized 

or not, does not matter in the slightest. Facebook endorsed radicalization by recommending a user 

join an extremist group in the majority of all cases on the platform. Despite this memo making 

Facebook executives aware, nothing is done. The inherent structural flaw creates this horrible 

byproduct. It is a feature so intertwined with the monetization of the platform that it is invincible. 

The feature is named engagement. Trained machine learning models suggest information that will 

engage a user. At a preliminary level, this makes logical sense. Unfortunately, conducted by MIT, 

discovered that humans migrate toward exciting and catchy headlines; thus, this type of speech 

and misinformation spread anywhere from 6 to 20 times faster than facts[7]. A Soviet-era saying 
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expresses this phenomenon best. There were two primary newspapers from 1917-1991 in the 

USSR, pravda(“truth”) and izvestia(“news”). One was issued by the communist party and the other 

by the government. The joke went “Neito Pravda uv Izvestia a uv Izvestia nieto pravda” or in 

English “there is no truth in the news and no news in the truth.”[110] For this reason, attention-

grabbing misinformation becomes the dominant posting preference of radicalizers. Ultimately, 

they achieve success through a crafted recommendation by Facebook’s algorithms which engineer 

the user for this result through constant A/B testing and priming[20] Platforms favor false and 

misleading content. The next logical step witnesses platforms moderate this content to a stricter 

degree, but that decreases engagement levels as the truth can not compete with fake news.  

If properly moderated this psychological phenomenon and outcome would be limited, but 

the expressed failure to identify and block radicalizers on platforms becomes apparent. In 2014 

ISIS members were estimated to have generated 200,000 pieces of content per day on Twitter[95]. 

The number of accounts suspended by Twitter showed an attempt to quell this content until a closer 

look is taken. Specifically, one ISIS member is acknowledged to be responsible for over 100 

suspended accounts with many more unidentified profiles expected[95]. Fake account creation 

appears to negate any moderation efforts taken by platforms as nothing directly ties the user to 

their profile. Through the benefits of this anonymity, radicalizers are not forced to operate with 

the caution exercised in real-world interpersonal recruitment. This anonymous quality of social 

networks has “contributed to enabling immediate communication of decentralized network of 

terrorism”[96]. Enver Buçaj, a professor at the University of Prizren in Kosovo, contends this can 

be combatted through filtering and moderating any content containing terrorist persuasion in the 

slightest[96]. However, social media platforms have reluctance as stricter policy would negatively 

affect user engagement levels, attributed to the heightened interaction levels with misinformation 
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and extreme posts[6]. Higher engagement levels drive enhanced cost of advertisement space, 

which affects revenue generation[29]. If this content was filtered in the suggested way, social 

media companies would lose a vast portion of revenue. This combination of mechanisms caters 

directly to the successful recruitment of citizens: persuaded to join a particular cause and the 

extremist community as a whole. The above analysis provides six main flaws found on social 

media platforms: engagement, personalization, content moderation, anonymity, machine learning 

models, and misinformation over truth. 

Structural Weaknesses: 1) engagement priority 2) personalization 3) content moderation 

4) anonymity 5) Rate of misinformation spread 6) machine learning models 

Election Interfering 

Throughout the history of 20th and 21st-century nations, no two countries interfered in 

elections as frequently or successfully as Russia and the United States. It followed that the soundest 

method to identify structural flaws in social platforms being abused by election interferers was an 

election that contained both parties. The 2016 United States Presidential Election provides an ideal 

opportunity to assess weaknesses. 

    In the years preceding and following 2016, an operation run by the General Staff 

of the Armed Forces of the Russian Federation (GRU), sought to interfere with the US presidential 

election and sow seeds of conflict. The expressed intention was to polarize liberals farther left and 

conservatives farther right. Through further polarization, the United States subjects itself to 

heightened levels of internal conflict and weakens itself. The dissension evolved into political 

turmoil, civil war, or similar states of agitation and lack of compromise. The main avenues 
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conveying their persuasion messages were Facebook and Twitter, with minor activity identified 

on Reddit[61]. Facebook and Twitter provide numerous pieces of literature detailing the 

interference operation. These two platforms are the focal point of this analysis which will detail 

strategies, statistics, and impact. 

A portion of this election interference campaign was conducted similarly to the trolling 

methodology detailed earlier. When analyzing Twitter activity and user logs surrounding the 2016 

US presidential election, massive troll farms armed with bots, or automated accounts, can be 

found. In fact, automated accounts are calculated to have made up 18% of all tweets concerning 

the 2016 US Presidential election[85]. Russia’s Internet Research Agency(IRA) was tied to this 

significant growth of bot accounts on Twitter[61]. Russia controlled a substantial part of the online 

Twitter dialogue surrounding the US presidential election with fake accounts. The core issue 

stemmed from the ease of account creation, which allowed their automated accounts to thrive 

undetected. Their anonymity remained unchallenged and free from scrutiny. The IRA operated 

discreetly and anonymously. Their profiles proved tricky to moderate as bios showcased a 

carefully selected distribution of popular topics and qualities of legitimate users: “love”, “life”, 

“trump”, “conservative”, “journalist”, “independent”, “news”, “proud”[61]. This subtle phrasing 

allowed for their induction into online conservative groups and communities. Once inside their 

influence was evident by heightened interactivity of conservatives with posts versus liberals[56]. 

Interestingly, the conservatives documented produced 36 times more tweets than their liberal 

counterparts. A portion of this imbalance is attributed to the IRA campaign. Overall, this impact 

can be traced to the extent of personalization in the digital environment: the users felt these 

accounts and content resonated with their own beliefs. Despite the accounts being operated by 

Russian intelligence personnel thousands of miles away, US citizens social feeds started to become 
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echo chambers of Putin's pedaled propaganda. To further this echo-chamber effect, the Twitter bot 

accounts amplified any content generated by real IRA operative accounts[33]. This added 

legitimacy awarded to posts ensured that they would be seen. Taking advantage of social media 

users’, and humans in general, inclination to believe what is popular over what is true, or fact. 

Leading to messages containing hate speech and divisive opinions being spread to advance the 

Russian agenda of dissension. The GRU gained immense power through their expertise in 

exploiting Twitter, as well as Facebook, which was subject to auxiliary operations happening in 

parallel. 

         Facebook’s role in the 2016 election extends beyond the GRU exploitation with 

persuasive messaging. Another player of interest is Cambridge Analytica, which provided 

confirmed aid to the Trump campaign and allegedly assisted the Russians[38]. Cambridge 

Analytica’s power came from the attention placed on a user’s activity in connection to their 

OCEAN analysis test. The OCEAN analysis test claims that every personality, no matter the 

complexity, stems from five traits. These traits are “openness, conscientiousness, extraversion, 

agreeableness, and neuroticism”[38]. Differences lie in the percentage a person exhibits each trait, 

which results in an overall assessment. Countless people pioneered this method but American 

psychologist Lewis Goldberg receives the majority of the credit for determining these five 

personality traits[111]. Cambridge Analytica offered the test to millions of Facebook users and 

compiled the results. Then, they established a model for determining a user’s OCEAN profile from 

their likes, shares, comments, and other metrics on social networking platforms[38]. In this manner 

targeting specific individuals was perfected without needing every person to take the OCEAN test. 

Further, Cambridge Analytica advertised and bragged they had “5,000+ data points on 230 million 

US adults”[92]. Leading up to the election, the Trump campaign assigned them to influence 
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American citizens’ voting choices in key battleground states. Persuasive technology techniques 

employed in real-time to craft what content should be shown to alter a voter’s preference and 

political efficacy[38]. This sharing of data by Facebook demonstrated a lack of care and blatant 

disregard for users’ safety and well-being. Either a preference for engagement with advertisements 

became indisputable or Facebook severely underestimated captology’s application to its platform. 

Proof supports the former when analyzing Russia’s Internet Research Agency’s Facebook 

campaign. 

Political advertisements existed long before the internet. In the same way, nations 

influenced elections in other nations since the dawn of elected officials. As such certain safety 

measures guaranteed no country could impose undue influence undetected. The Foreign Agent 

Registration Act(FARA) of 1983 states the necessity for foreign actors to register with the federal 

government when conducting lobbying or electioneering in another nation[33]. Its application 

mainly resides in reducing the anonymous system that allows for successful election interference 

campaigns. Digital realms are a tougher place to enforce these requirements due to Virtual Private 

Networks, VPNs, and other identity masking tools. Due to this uncertainty and obfuscation, 

Facebook’s liability becomes debatable. The platform witnessed behavior by the IRA specifically 

around advertisements. By estimates, the IRA allocated over $100,000 to targeted advertisement 

spending, which converted into approximately 3,500 advertisements[33]. No claims by Facebook 

confirm any of these advertisements were blocked. Supposedly, a stance and sentiment enabled 

and emboldened by legal immunity under Section 230(c) of the Communications Decency Act of 

1996[34][35]. Despite there not being a single company policy these actions violated, the purchase 

of this space by foreign actors should have been reported and dealt with accordingly[93]. This 

requirement stems from the FARA of 1983. Especially, as the majority of these advertisement 
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purchases were traceable to Russia. Again a blatant display of negligence, or ignorance as claimed 

by Facebook, is present. Showcasing that content moderation and election integrity equate to a 

diminutive concern in the company’s eyes. Facebook’s failure displays a wider, fundamental issue 

of value placed on advertisers and engagement, that content moderation severely threatens to 

diminish. This quantity of influence Russia gained over the American democratic process in 2016 

is a minuscule illustration of the damage these structural features cause. The above case study of 

the 2016 US Presidential Election highlights six core flaws: personalization, anonymity, handling 

of data, content moderation, engagement structure, and popularity over truth. 

Structural Weaknesses 1) personalization 2) anonymity 3) handling of data 4) content 

moderation 5) engagement structure 6) popularity over truth 

Structural Weaknesses 

Throughout these case studies, repeated themes of features enabled S.C.A.R.E. actors to 

operate efficaciously. In totality, the discussed features are the following: 

1)Engagement structure 2)Content moderation 3)Anonymity 4)Invisibility 5)Non-

transparency 6)Payment method 7)Personalization 8)Vitality 9)Popularity over truth 10)Data 

handling 11)Rate of misinformation spread  12)Machine learning models 

 

Table 3. The number of S.C.A.R.E. actors abusing each feature. 
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 They highlight the recurring structural issues of anonymity, engagement priority, content 

moderation, and personalization, which surfaced the most. These were the only repeated features 

found in every case study; therefore, the shared enablers of S.C.A.R.E.. Further, numerous features 

that exacerbated abuse were different expressions of the main four features. For instance 

‘popularity over truth’ and ‘rate of misinformation spread’ are derived from the engagement 

structures of platforms. Also noted is that the anonymity feature was not identified as key to 

advertisers, however, it received widespread abuse by every other actor. Additionally, this supports 

the table depicting how the Honeycomb framework links to S.C.A.R.E. actors. The below table 

completes the missing features which resulted in the abuses of the social media function. 

Function Feature Abuse Type S.C.A.R.E. actor 

Sharing Content Moderation, 

Engagement 

Inappropriate UGC S.C.A.R.E. 

Groups Personalization Echo-chambers/Bias S.C.A.R.E. 

Conversation Engagement Misinformation/Disin

formation/Aggressive 

engagement 

S.C.A.R.E. 

Identity Anonymity, 

Personalization 

Target of 

exploitation(user) 

S.C.-.R.E. 

Relationships S.C.A.R.E. Actors Threat/Coercion/Abu

se/Intimidation 

S.C.A.R.E. 

Reputation NA Shaming/Defamation -.C.-.-.-. 

Presence NA Location 

tracking/Monitoring 

-.-.-.-.-. 

Table 4.The Honeycomb framework and S.C.A.R.E. actor analysis with features 

Now it becomes possible to view each function as being implemented as a feature 

manifesting into abuse. Engagement and personalization are the two features coming from more 
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than one function and leading to two outcomes of abuse. The importance of these features informs 

how to weigh the evaluation metrics in the methodology section. 

The identified features compared to another study’s findings serves to add legitimacy to 

the assessment. For this, a report by the Omidyar group contends that six features of social media 

platforms are threatening our democracy as a whole[85]. This cross-referencing of the factors 

found in the case studies with this list can weigh the validity of features contributing to S.C.A.R.E. 

exploitation. Each issue discussed in the report linked to a structural weakness provides 

preliminary support. Then excerpts and definitions corroborate the assignments. Subsequently, the 

synthesis addresses which features to use in the methodology section and those to ignore. A 

complete overlap proves substantive to proceed in setting up an evaluation metric with the four 

features as elements. 

1.      “Echo chambers, polarization, and hyper-partisanship.”[85] 

(1)   Personalization 

Ø  Echo chambers: “The prioritization of user preferences results in 

a feedback loop where the feeding of news, search results, and social 

network updates that align with user attitudes and interests exacerbates and 

reinforces user preferences”[85]. Previously defined as being an element of 

personalization. 

Ø  Hyperpatisanship: A term indicative of identity politics where an 

individual is summarized by the political ideology they hold[85]. 

2. “Manipulation, micro-targeting, and behavior change.”[85] 
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(1)   Personalization 

Ø  Microtargeting: “To direct tailored advertisements, political 

messages, etc., at (people) based on detailed information about them (such 

as what they buy, watch, or respond to on a website)” [86]. A captology 

technique present with actors such as Cambridge Analytica to increase user 

interaction with content. 

Ø  Behavior change: The report discusses the role user data plays in 

changing behavior, which is characteristic of personalization techniques. 

3. “Political capture of platforms.”[85] 

(1)   Engagement priority 

Ø  Political capture: A study by Stanford University’s Business 

school reveals the ability of advertisements to shift election results and the 

inherent role they play in politics[98]. Drawing a relationship between 

politics and advertisements suggests advertisement dominance of a platform 

is political dominance. Further, the priority of engagement platforms stems 

from advertiser influence over features as demonstrated by the Facebook 

case study. 

4. “Proliferation of several types of misinformation and disinformation.”[85] 

(1)   Engagement priority 

Ø  Proliferation: “Social network platforms have huge incentives to 

accommodate the creation and distribution of content and feed the 
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“attention economy.””[85] The rapid spread of information and engagement 

by users is the result of advertisement influence on priorities. 

(2)   Content moderation 

Ø  Misinformation and disinformation: This highlights a moderation 

issue of failing to identify this damaging content. 

5. “Intolerance, exclusion of disadvantaged or marginalized voices, public humiliation, and 

hate speech”[85] 

(1)   Content moderation 

Ø  Intolerance, exclusion, public humiliation, hate speech: Behavior 

exhibited in chaos causers, or trolls, which stems from poor content 

moderation practices of platforms. 

6. “Conflating popularity, legitimacy, and user intentionality.”[85] 

(1)   Anonymity 

Ø  Conflating popularity, legitimacy: The report specifies the rise of 

unknown individuals challenging the statements and rulings of experts that 

are verified for authenticity. Further, displaying the power that has been 

given to the anonymous user. 
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Chapter 4  

 

Methodology 

The process and outline followed in the Methodology and Data sections build on the four 

structural weaknesses allowing for S.C.A.R.E. actors to abuse users. These structural flaws include 

content moderation, anonymity, engagement priority, and personalization.  

Process 

For this research, a metric is created for each of the four common structural issues identified 

in the case studies section. The identified weakness receives a percentage rating based on how 

present it is on the platform. Then, an overall percentage indicating the propensity to be abused by 

S.C.A.R.E. actors will be tabulated. Finally, the ratings are normalized and compared for analysis. 

Data Sources 

These equations are severely limited by the amount of transparency social networking 

platforms have with the public. Thus it follows that the more tremendous pressure the public places 

on companies to report factual data, the more accurate these metrics can be. Data for metric 

computation will be derived from a variety of accredited sources. Due to social media platforms’ 

close hold on statistics and information, reliance on third-party assessors and statistic firms forms. 

When possible, transparency reports and official releases will inform the data. Slight 

approximations may deem necessary to get figures that align with the formulas as no formal 
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statistic exists online. Furthermore, the gathered data ranges from 2018 to 2022 because of 

availability and sporadic reporting. 

Selected Platforms Rationale 

The four social media platforms of Facebook, YouTube, Reddit, and Twitter were selected 

for evaluation. These platforms were selected for two reasons. First, they were the most observed 

platforms when conducting research for the case studies component. Second, the United States 

January 6th panel responsible for investigating the riot’s circumstances after the 2020 US 

presidential election requested fifteen companies to turn over ‘misinformation’ and ‘extremism’ 

records[32]. Four companies ignored or refused these requests and were subsequently issued 

subpoenas. The social media companies included Alphabet(parent company of YouTube), 

Meta(parent company of Facebook), Reddit, and Twitter. Therefore, a combination of popularity, 

the frequency of abuse, and failure to turn over records deem these platforms worth investigating 

and evaluating. 

Anonymity Metric 

The ability for users to operate anonymously on social media platforms originates from the 

personal information required for account creation. This information includes various 

combinations of inputs such as name, email, phone number, password, birthday, and/or gender. 

The fewer of these required, the easier to make fake accounts. Prior elaboration on bot accounts 

and troll farms emphasizes the need for comprehensive account signups. The sophistication of 

verification methods, such as the Computer Automated Public Turing test to tell Computers and 

Humans Apart (CAPTCHA), adversely affects users’ creation of fake accounts. Additionally, 
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platforms implementing email, or phone, verification messages after an account is created 

demonstrate a heightened level of complexity and security. The extent is quantitatively measured 

as the duration of a given signup process, which affects the number of accounts created in a 

timeframe. Some platforms offer alternative options for account creation by linking Facebook, 

Google, Apple, or other accounts. This lessens the signup complexity due to offloading trust and 

user verification steps to third-party platforms, thereby improving the ease of fake account 

creation. The proven method requiring a photo ID to be uploaded is seen on extremely secure 

platforms, primarily when related to finance applications[51]. A rating scale devised from these 

factors yields the following system where a point is added for every feature missing in registration. 

Then, the equation below solves for the percentage of missing features. 

Six login features: 

1.  No CAPTCHA 

a. A CAPTCHA prevents bots or scripts from creating accounts. If one is 

present, the platform receives a 0 for this feature. 

2. No email or Phone verification message 

a. Limiting one account per phone number and/or email slows the adversary 

down. This adds more steps necessary to make fake accounts, therefore a 

platform with a verification system receives a 0. 

3. Less than 1 minute to register 

     330,000,000*0.035=11,550,000 accounts 

a. The United States population is roughly 330,000,000 people. The figure 

11,550,000 people is reached through the application of the 3.5% rule. This 
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3.5% number represents the minimum threshold of participation in which a 

successful revolution is guaranteed[113]. It is the percentage of a population 

that any political movement needs to enlist to make effective change. If no 

automated programs are factored in, a group of 20 people could create this 

many accounts in a year. This is contingent upon signup time being less 

than a minute. Therefore, this metric theoretically determines how easily a 

platform could be utilized to influence a country. 

4. Third-party account creation 

a. Third-party sign in options offload trust thus weakening any sign-in 

security. 

5. Does not require all the following: name, email, phone number, password, birthday 

a. The more information needed from a user, the harder it is to create an 

anonymous account. Moreover, the ability to identify fakes improves. 

6. No photo ID required 

a. Photo ID gives a likely assurance the person is legitimate. 

TP: total points of account creation features 

AS: anonymity score as a percentage 

𝐴𝑆 = 𝑇𝑃/6 
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Content Moderation Metric 

Definitive guidelines for content moderation support secure online environments. 

Platforms vary vastly in procedures and policies surrounding content moderation; therefore, a 

statistical evaluation determines the percent of moderated content. Despite transparency pages and 

reports becoming common on these platforms circa 2019, it proved difficult to assess the real 

numbers[44]. The information detailed in these transparency reports tends to showcase social 

media platforms in a positive light with unbelievably successful moderation policies. Hopefully, 

the passage of time forces increasingly accurate reports. Consequently, a new formula grounded 

in data from transparency reports and baselines from trustworthy independent parties deems itself 

necessary.  

B: the percent of the total content that should be monitored; this is a constant 

MC: the amount of content moderated as reported by transparency reports 

IMC: the amount of content incorrectly moderated and reversed 

TC: the total amount of content posted 

MS: moderation score as a percentage; harmful content left unmoderated 

𝑀𝑆 =  100% −  (𝑀𝐶 − 𝐼𝑀𝐶)/(𝐵 ∗ 𝑇𝐶) 

The equation seeks to determine the percent of harmful content that platforms neglect or 

miss when moderating. The count of moderated content excludes incorrectly labeled or moderated 

content. When verifiable estimates of the percent of harmful content do not exist, a baseline 

percentage of moderated content substitutes. It is near impossible to calculate how much content 
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is not moderated as the social networking platforms, specifically, Facebook, has penetrated a 

quarter of the world population[57]. Therefore, Facebook’s internal research into the issue 

provides a constant variable. While this baseline is not ideal, it is the best available method to 

calculate moderation efforts. In 2021, the Facebook whistleblower, Frances Haugen, exposed that 

based on internal calculations the platform removes “3%-5% of hateful content” and “0.6% of 

content invoking violence or incitement” [44]. Considering these figures and assuming the best-

case scenario for Facebook, we approximate 5% as the percentage of all harmful content that 

undergoes moderation. The number will be deducted from 100% to show the moderation failure 

of Facebook. In the data component, this number replaces MS, the amount of harmful content left 

unmoderated and assigns a value for B, the baseline of all content on social media that should be 

moderated. Admittedly, a key assumption that all platforms approximately share this percentage 

exists. 

Engagement Priority Metric 

The degree to which a company serves its users in relation to third parties determines the 

extent of a platform’s engagement priority. This study assesses the tradeoff by the proportion of a 

company’s total revenue generated from advertisers' contributions. This is a litmus test on how 

much consideration from advertiser stakeholders informs a platform’s choices and priorities. For 

instance, a company receiving 0% of revenue from advertisements does not consider advertiser 

needs. In contrast, a company receiving 100% of revenue from advertisements must adopt the 

needs and goals of advertisers as their own. As discussed in the previous section, advertisers rely 

on users buying products or changing beliefs directly related to social media platforms’ 

implementation of their advertisements. Therefore, a cause and effect relationships forms. The 
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greater the engagement levels are, the more revenue contributed by advertisers. With this framing, 

the percent of the revenue generated from advertisements is construed as the magnitude of priority 

placed on engagement. This evaluation metric for engagement priority calculated by the following 

formula. 

TR: total revenue generated 

AR: revenue generated from advertisements 

ATR: percent of total revenue generated from advertisements 

EPS: engagement priority score as a percentage 

𝐸𝑃𝑆 =  𝐴𝑇𝑅 =  𝐴𝑅/𝑇𝑅 

Personalization Metric 

The extent of personalization is calculated as a function of user interaction and time spent 

on the application. Successful personalization can properly produce content that the user will 

choose to interact with on a regular basis. Moreover, user interaction is understood as a function 

of the degree to which a platform is optimized for personalization. Noticeable impacts of success 

are echo-chamber environments with users that share eerily similar beliefs. Under this premise, 

the metric can be devised as a formula comparing the platform’s average click-through rate to the 

industry standard. This figure is then averaged with the percentage of users who go on the platform 

daily, which indicates a habit formed from personalization[5]. The variables are utilized to create 

a personalization metric considering the three variables defined below: BCTR, CTR, and DUR. A 
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baseline click-through rate of 0.35% is chosen as it is the average rate across all industries and 

platforms[89]. If a CTR is below 0.35%, it will be replaced by the baseline number, because a 

score less than the baseline represents a negligible level of personalization. The average CTR per 

platform references independent analyses due to the difficulty of accessing such figures. For 

context, the following formula is the accepted standard for calculating click-through rates[89]. The 

subsequent formula is the evaluation metric for personalization. 

𝐶𝑇𝑅 =  (𝑐𝑙𝑖𝑐𝑘𝑠/𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑠) ∗ 100% 

BCTR: constant click-through rate; 0.35% 

DUR: percent of users who use the platform daily 

CTR: average click-through rate of platform 

PS: personalization score as a percentage 

𝑃𝑆 =  ((100% − 𝐵𝐶𝑇𝑅/𝐶𝑇𝑅) + 𝐷𝑈𝑅)/2 
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Table 5. Features with description and metric 

Calculation of Scores 

 The analysis completed in the case studies section and subsequent combination of 

features with honeycomb functions and abuses determines how to weigh each contributor in the 

overall S.C.A.R.E. score. Personalization and engagement are the two features that stem from more 

than one function and lead to two types of abuse. Therefore, these two features will be given a 1.5x 

multiplier in the overall calculation. This multiplier is chosen to give both of these features an 

increased pull in the overall rating, but counting each as if they were two features 

disproportionately slants the results to be dependent only on these two features. Furthermore, 

assigning 50% increases brings the overall weight to five: the number of S.C.A.R.E. actors. 

SS: S.C.A.R.E. score 

𝑆𝑆 =  (1.5)𝑃𝑆 +  (1.5)𝐸𝑃𝑆 +  𝑀𝑆 +  𝐴𝑆 



69 

Normalization of Scores 

Based on each score given to a platform, a normalization process is undergone to compare 

platforms concerning the number of users. This stems from the contention that the more popular 

an item is, the greater the risk of misuse. The global penetration rate is factored in, which is the 

number of active users on the platform compared to all users active on social media. The NS 

normalization figure has a weight of one, thereby bringing the total weight of features to six. 

AUP: active users on the platform 

AUSM: active users on social media 

NS: percent of all active users 

NSS: normalized S.C.A.R.E. score 

𝑁𝑆 =  𝐴𝑈𝑃/𝐴𝑈𝑆𝑀 

𝑁𝑆𝑆 =  (1.5)𝑃𝑆 + (1.5)𝐸𝑃𝑆 +  𝑀𝑆 +  𝐴𝑆 +  𝑁𝑆 
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Chapter 5  

 

Data 

Assessing Platforms 

Facebook 

Anonymity Score 

Score: 50%, 3/6 

Support: [41] 

Point Explanation of Login Feature 

0 CAPTCHA present 

0 Email or Phone verification message 

1 Less than 1 minute to register 

0 No third-party account creation 

1 
Does not require all of the following: name, 

email, phone number, password, birthday 

1 No photo ID required 

3 Total out of 6 

Table 6. Facebook Anonymity Rating 
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Figure 10. Facebook Signup Page 

Figure 9. Facebook login[41]. 

 

Engagement Priority Score 

Score: 97.9% 

 Support: [54][55] 

 

 

Table 7. Facebook EPS 

 

Content Moderation Score 

 Score: 95% 
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 Support: [42] [40] 

𝑀𝑆 =  100% −  (9,175,129,100 −  302,180,300)/(0.1372 ∗ 1,292,976,000,000) 

 

Table 8. Facebook CMS[40]. 

 

Table 9. Facebook CMS Calculation 

 

Calculation of B constant 

To solve for B, where 95% of harmful content is not moderated: 

95% =  100% −  0.686% ∗ 𝐵 

 

B: 13.72% of all content should be moderated 

 

Personalization Score 

Score: 67.5% 

Support: [52] [45] 
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 𝑃𝑆 =  ((100% − (0.35%/0.89%)) + 74%)/2 

 

 

Table 10. Facebook PS 

 

Twitter 

Anonymity Score 

Score: 83.3%, 5/6 

Support: [43] 

Point Explanation of Login Feature 

1 No CAPTCHA present 

0 Email or Phone verification message 

1 Less than 1 minute to register 

1 Third-party account creation (Apple, Google) 

1 
Does not require all of the following: name, 

email, phone number, password, birthday 

1 No photo ID required 

5 Total out of 6 

Table 11. Twitter Anonymity Rating 
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Figure 11. Twitter login[43] 

 

 

Engagement Priority Score 

Score: 88.9% 

Support: [46] 

 

Table 12. Twitter EPS 

 

 

Content Moderation 

Score: 99.3% 

         Support: [100][47] 
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𝑀𝑆 =  100% − (285,286,254 − 0)/(0.1372 ∗ 302,220,000,000) 

 

Table 13. Twitter CMS Calculation 

 

Table 14. Twitter CMS 

 

Personalization Score 

Score: 52.7% 

         Support:[52] [48] 

 𝑃𝑆 = ((100% − (0.35%/0.86%) + 46%)/2 

 

Table 15. Twitter PS 

 

Youtube 

Anonymity 

Score:  66.7%, 4/6 

Support: [99] 
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Point Explanation of Login Feature 

1 No CAPTCHA present 

0 Email or Phone verification message 

1 Less than 1 minute to register 

0 No third-party account creation 

1 
Does not require all of the following: name, 

email, phone number, password, birthday 

1 No photo ID required 

4 Total out of 6 

Table 16. YouTube Anonymity Rating 

 

 

Engagement Priority Score 

 Score: 74.8% 

Support: [49] 

 

Table 17. YouTube EPS Calculation 

 

Table 18. YouTube EPS 

 

Content Moderation Score 

Score: 81.4% 
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Support: [90] [91] [101] 

𝑀𝑆 =  100% − (34,707,336 − 367,170)/(0.1372 ∗ 1,347,692,308) 

 

Table 19. YouTube CMS Calculation 

 

Table 20. YouTube Total Content 

 

Table 21. YouTube Moderation 

 

Personalization Score 

Score: 46.1% 

         Support: [52][50] 

 

Table 22. YouTube PS 

 𝑃𝑆 = (100% − (0.35%/0.65%) + 46%)/2 
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Reddit 

Anonymity 

Score:  83.3%, 5/6 

Support:[58] 

Point Explanation of Login Feature 

0 CAPTCHA present 

1 No Email or Phone verification message 

1 Less than 1 minute to register 

1 Third-party account creation(Apple,Google) 

1 
Does not require all of the following: name, 

email, phone number, password, birthday 

1 No photo ID required 

5 Total out of 6 

 

Table 23. Reddit Anonymity Rating 

 

Engagement Priority Score 

Score: 100% 

 Support: [59][60] 

Reddit offers a premium account subscription on the platform, which allows a user 

to pay to get rid of advertisements. However, a recent revamp of the platform could see 

this disappear. Reddit only recorded advertisement revenue for the past years and no 

information is given on the number of premium users. There was $181.3 million in revenue 
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recorded for 2020[59]. With this lack of data and transparency, Reddit is credited with 

having its entire revenue from advertisements. 

 

Content Moderation Score 

Score: 63.9% 

Support: [79] 

𝑀𝑆 =  100% −  (137,188,168 − 10,402)/(0.1372 ∗ 2,767,257,085) 

 

Table 24. Reddit CMS 

 

Personalization Score 

 Score: 6% 

 Support: [87][60] 

 𝑃𝑆 = ((100% − 0.35%/0.35%) + 12%)/2  

 

Table 25. Reddit PS 
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Calculation of Scores 

S.C.A.R.E. Scores 

  Facebook Twitter YouTube Reddit 

Anonymity 50% 83.30% 66.70% 83.30% 

Engagement 

Priority 
97.90% 88.90% 74.80% 100% 

Content 

Moderation 
95% 99.30% 81.40% 63.90% 

Personalization 67.50% 52.70% 46.10% 6% 

S.C.A.R.E. 

Score 
78.60% 79% 65.90% 61.20% 

Table 26. S.C.A.R.E. Scores 

 

𝑆𝑆 =  (1.5)𝑃𝑆 +  (1.5)𝐸𝑃𝑆 +  𝑀𝑆 +  𝐴𝑆 
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Penetration Rate by Platform 

Platform Active users 
% of all active 

users  

Facebook 2,797,000,000 64.60%  

Twitter 396,000,000 9.15% 

 

 

YouTube 2,291,000,000 52.91% 

 

 

Reddit 430,000,000 9.99% 

 

 

All 4,330,000,000 100% 
 

 
Table 27. Social Media Penetration Rates[88] 

Normalized S.C.A.R.E. Scores 

  Facebook Twitter YouTube Reddit 

Anonymity 50% 83.30% 66.70% 83.30% 

Engagement 

Priority 
97.90% 88.90% 74.80% 100% 

Content 

Moderation 
95% 99.30% 81.40% 63.90% 

Personalization 67.50% 52.70% 46.10% 6% 

Personalization 64.60% 9.10% 52.90% 10% 

S.C.A.R.E. 

Score 
76.30% 67.40% 63.70% 52.70% 

Table 28. Normalized S.C.A.R.E. Scores  
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Chapter 6  

 

Discussion and Analysis 

In the previous section, the evaluation metrics indicated substantial weaknesses within 

the four chosen platforms. These comparative metrics resulted from the identification of four 

common structural flaws S.C.A.R.E. actors rely on: anonymity, engagement priority, content 

moderation, and personalization. This study quantifies the risk of abuse by a S.C.A.R.E. actor 

through a percentage score. The equations attempted to assign the percentage of presence of each 

flaw on the platforms Reddit, Facebook, Twitter, and YouTube, which ultimately combined into 

an overall rating. The higher a platform scored, the more likely the platform’s abuse is. Through 

analysis of the calculated data, this study concludes every selected platform displays a moderate 

to high likelihood of abuse. This risk is a factor of the S.C.A.R.E. actors, government regulation, 

and platform negligence. The graph below displays the presence of each structural weakness and 

the overall S.C.A.R.E. score before normalization. 

 

Figure 12. Structural Weakness Comparison by Platform 
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All four structural weaknesses identified in the case studies section demonstrated presence 

on Facebook, Twitter, YouTube, and Reddit. This indicates a high likelihood of abuse by 

S.C.A.R.E. actors. In fact, every platform scored between 60%-80% before normalization and 

above 50% after factoring in social media penetration rates. This existence of common structural 

issues that S.C.A.R.E. actors abuse across the evaluated social media platforms fulfills the first 

research question. Notably, the personalization evaluation metric generated significantly lower 

levels of presence than the rest. There are two explanations: the evaluation metric is flawed or 

personalization rates are lower in presence than other issues. The possibility of a flawed metric 

presents an opportunity for deeper understanding. Each calculation takes into account the average 

click-through rate of a platform’s content. Essentially, how effectively can a platform cause a user 

to click on an advertisement? Viewed in this light, personalization results from the increased 

presence of an engagement priority. The magnitude of control advertisers exert over social 

networking platforms stokes the desire to convince users to click on advertisements. As stated 

previously, users interact with personalized content at a higher rate than non-personalized content. 

This means over time personalization levels should hypothetically equal engagement priority 

figures. A lack of time or a faulty metric explains the difference between the presences. In 

particular, Reddit shows a substantial difference between its engagement priority and 

personalization scores. In my research, Reddit’s score inconsistency originates from a newfound 

emphasis on advertisements. Over the last few years starting in 2017, Reddit announced its 

intention to become increasingly profitable. From then until 2021, revenue tripled and investor 

interest soared. Investors supplied approximately $1 billion to the platform based on their user 

growth rate and expressed intention to expand advertisement operations[60]. Reddit’s lagging 
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personalization score is a factor of time. Given a few more years, these numbers are expected to 

become closer and mirror the trend exhibited by the other platforms. 

 

  

Figure 13. Personalization Scores 

 

Figure 14. Engagement Priority Scores 

 Social media companies’ priorities exposed themselves when scoring the engagement 

priority of each. While engagement is necessary for a platform to thrive, the eclipse of advertisers’ 
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interests over users’ is not. These scores depict a depressing reality of the motives of social 

networking platforms. They market users to companies by employing captology principles. The 

high scores indicate how a platform decides whether to take steps that ensure a safe community or 

turn a blind eye so that advertisements may thrive. Some platforms display attempts at diversifying 

their revenue streams. YouTube showcases the best methods of the four. Premium accounts and 

YouTube TV account for nearly 30% of revenue. A prime example of profits achieved through 

alternative methods. Unfortunately, YouTube is the outlier among evaluated platforms and it is 

still above 70%. The engagement priority scores demonstrate utter dominance of profit over safety. 

This mindset affects how the platform conducts its responsibilities including content moderation. 

  

Figure 15. Content Moderation Scores 

Content moderation is a notoriously tricky policy to enforce. Analyzing the content 

moderation scores and correlating them to content moderation systems reveals best practices in 

place today. Facebook and Twitter scored the worst. An expected outcome based on popular 

sentiment, new stories, and admittances by their own executives. Twitter’s score validates its 

former CEO’s statement that they “suck” at moderating content[83]. YouTube’s rating beats the 
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prior two, however, the rating is potentially artificially low. The future studies’ areas of concern 

section covers the viability of the YouTube content moderation score. Finally, Reddit led the 

content moderation scores. Openly accessible and clear statistics in Reddit’s transparency report 

made the calculation the easiest by far. Reddit employs a multi-faceted content moderation model: 

automated removals, admin removals, and moderator removals. All discussed platforms engage in 

the first two types of removals, but the third makes Reddit special. It enlists Reddit users to self-

moderate subreddit pages and serve as their own police. A guideline provides users with black and 

white while letting users decide on the gray areas. Chris Slowe, the CTO of Reddit, commented 

on their methodology for moderation: “Our underlying approach is that we want communities to 

set their own cultures, policies, and philosophical systems. To make this model function, we need 

to provide tools and capabilities to deal with the [antisocial] minority.”[115] This technique works 

to an extent currently. In the future, Reddit’s model faces the test of time and advertiser influence. 

Further questions arise about how restrictive content moderation policies can be without infringing 

on free speech. The evaluation metric’s computations correlation with platforms’ policies 

illustrates partial success. A significant challenge to content moderation is the anonymity platforms 

provide. The ability for users to create fake accounts and post hateful messages from this profile 

demonstrates a need for secure account signups. 
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Figure 16. Anonymity Scores 

 The study evaluated each platform’s signup process based on the presence of six 

components. The percentage of these six components missing represents the ease by which a 

S.C.A.R.E. actor creates an anonymous account. Despite high ratings in the three prior evaluations, 

Facebook scored the best in anonymity. In fact, it was the only platform to flag the fake account 

created for this study. Shortly following, it resolved the account as legitimate and successfully 

registered. This was the only reported difficulty with signing up a fake account on the four 

platforms. A likely explanation for Facebook’s heightened concern for secure account creation 

stems from the fallout over abuses in the 2016 Presidential election and concurrent events[56]. On 

the other hand, Twitter and Reddit demonstrated minimal account signup complexity. The Twitter 

account creation process is simplistic. Automation is feasible as it lacks a CAPTCHA and allows 

for third-party account signup from Apple or Google. This supports the Russian IRA’s choice in 

exploiting the Twitter platform for their 2016 operations[61]. Mainly based on the large volume 

of bot accounts made by the IRA. Through this analysis, it becomes evident that anonymity is 

possible on any platform. Moreover, all these platforms lend themselves to S.C.A.R.E. abuse. The 
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metric detailed relies on account signup features, but there are more factors that contribute to 

anonymity. The future studies section explores these shortcomings in greater depth. 

  

Figure 17. Social Media Penetration Rates 

 Calculating the initial S.C.A.R.E. scores provides a reference model on the basis that every 

platform engages the same number of users. Social media penetration rates allow for 

normalization, which leads to a proper understanding of the likelihood, or propensity, of abuse. 

The premise is simple: the more people that use something, the greater the risk of misuse. Facebook 

and YouTube have the largest active user base, therefore, their S.C.A.R.E. score changes less than 

Reddit’s and Twitter’s scores. A startling discovery was the worst scoring platform: Facebook. 

Admittedly Facebook and Twitter tied S.C.A.R.E. scores before normalizing the data. However, 

after accounting for widespread use, Facebook gained a 10% margin on Twitter. Facebook’s high 

score becomes scary when considering it is poised to dominate the next phase of social networking: 

the metaverse. Even going so far as to rename the company, Meta. Despite a name change, these 

flaws exist and will not disappear. Facebook demonstrates the greatest proclivity of exploitation 

by S.C.A.R.E. actors followed by Twitter, YouTube, and lastly Reddit. Outside of anonymity, 
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Facebook scored the highest or second highest in every metric. Proving that the attention Facebook 

attracts as the poster child of platform abuse is well-deserved. 

 

Figure 18. Overall S.C.A.R.E. Scores 

These scores represent a likelihood of S.C.A.R.E. abuse. In order to properly calculate risk, 

the assessor combines these likelihoods with their potential consequences. This aspect falls out of 

the scope of this thesis and will be addressed in future studies. The likelihood scores remain the 

focal point of analysis. The S.C.A.R.E. actors grouped together detracts from specific structural 

features that help scammers more than radicalizers or chaos causers less than election interferers. 

The higher weighting of personalization and engagement priority served as descriptive of the 

entirety of S.C.A.R.E. actors but needs alterations for individual evaluations. While the S.C.A.R.E. 

actors exploit social media platforms through similar weaknesses, the weight placed on each 

weakness per actor varies. For instance, scammers care most about anonymity, whereas 

radicalizers care most about personalization. In future studies, these metrics may lead to specific 

scores for each S.C.A.R.E. actor. This study remains limited to the S.C.A.R.E. collective as a 
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whole abusing social media. If evaluated successfully against a previous study, these scores gain 

added legitimacy.  

 

 

Figure 19. ISD Report 

 

An independent report conducted by the Institute for Strategic Dialogue(ISD) and 

Ultraviolet assesses the validity of the results. This study ranked the policies and the success of 

Facebook, Instagram, Twitter, YouTube, TikTok, and Reddit in the areas of content moderation, 

hate speech, misinformation, etc[11]. Then, the researchers conducted an analysis of policies and 

instances of violation to assign a letter grade to each platform. Figure 19 displays the last three 

evaluations and summative scores. The report corroborates the propensity scores assessed for 

Facebook and Reddit. The ratings of YouTube and Twitter conflicted with the findings of this 

study. Although they are next to each other in both studies, the ISD report states a substantial 

difference with YouTube two letter grades lower than Twitter. The content moderation metric 

could have contributed to this conflict. YouTube’s moderation presence was potentially 



91 

miscalculated as explained in the future studies section. On the other side, Twitter scored 

artificially high in combating misinformation and stopping hate speech, which starkly contradicts 

the available literature and official releases by the company.  The ISD report awards twitter a ‘C’ 

on content moderation, while the study found it to be the worst of all the platforms. However, 

Reddit’s moderation grade agrees with the results in this thesis. For the majority of ratings, the two 

studies aligned, but the content moderation and overall rankings of Twitter and YouTube bring 

uncertainty. As a result, the study can not conclusively assess the viability of evaluation metrics. 

The repetitive conflicts point to the content moderation calculations, which may need modification 

going forward. Unfortunately, this study found no other social media grading reports or research. 

It is this author’s hope that new analyses are published to evaluate this topic deeper. It is essential 

and of timebound importance with the next wave of social networking imminent. If we fail to 

measure the issues in order to create solutions, the future will be hateful, cruel, authoritarian, and 

manipulative. 
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Chapter 7  
 

Future Studies 

Areas of Concern 

Many major and minor issues arose while conducting this research. These problems 

spanned the calculation of the B constant, finding valid data, comparing the study’s results, and 

the anonymity metric. The B constant used in the content moderation metric is the first area of 

concern. The constant represents the standard percentage of all content that should be moderated. 

The study derived it from combining Facebook Transparency reports and internal reports, which 

include the specific number of posts moderated and an estimate of how much content the platform 

misses. Assuming this number stays constant is a major assumption of the thesis. Problems with 

the content moderation metric did not end there. It proved difficult to find comparative figures for 

the number of posts made on a platform and the amount moderated. For example, YouTube 

demonstrated this issue. No overall figures for YouTube moderated versus unmoderated posts, 

including comments, exists, therefore the study utilized YouTube video statistics only. If the B 

constant remains constant across all content, this is not an issue. Yet, the expectation that 

comments yield a greater rate of hate speech than videos introduces a possibility of undercounting.  

This lack of reliable data existing about social media platforms affected the accuracy of the 

results. For example, the statistics concerning the number of posts are not provided by platforms 

and are instead found by independent firms. Platform transparency reports contain some data 

points, however, the platform presents this data with horrendous usability. The exact opposite use 

of captology is found in their networking applications. Navigating the reports proves confusing 
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and disorienting. No data is presented clearly, but rather through a filtered lens that paints the 

platform in a good light. A definite challenge to correctly computing the content moderation 

metric. This issue concerning the lack of data transparency by social media companies extends to 

all metrics. Conflicting statistics and confusing calculations were commonplace across reports. 

This experience confirms a report completed by the Anti-Defamation League that explains the 

problems with transparency reports. Critiques fall into one of four categories: hard-to-find reports, 

inconsistent data across reports, misleading key metrics, and missing necessary context[44]. 

Essentially, platforms artificially inflate their success at content moderation and fighting abuse 

through confusing and incoherent reports. Consequently, results are a product of distortion and 

inconclusive statistics. These variables need better sources moving forward, which hopefully, 

begin to come from the social media companies themselves with added public pressure. 

The third concern outlines the difficulty in comparing this study’s findings to others. The 

most suitable match for the desired purpose was the Institute for Strategic Dialogue’s(ISD) utilized 

in the discussion and analysis section. Both reports score major social media platforms on content 

moderation efforts, abuse tolerance, and a few other areas that overlap. However, as stated the ISD 

report relies on opinion-based judgments without numerical backing. Therefore, when the two 

scores conflicted, neither could be established as more accurate. Despite the two reports agreeing 

on platform rankings in the majority of cases, no determination on success or failure is made. The 

next steps aim at finding more substantive ratings to establish whether the metrics in this study 

prove effective or not. Additionally, increased focus on metric development dwarfs all other 

priorities. Current metrics describe the weakness they seek to measure but do not fully account for 

all independent factors. In the case of anonymity, the ability to be anonymous arises from more 

than the presence of six signup qualities. These factors include IP address tracing, device identifier 
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logs, and social networks, ie friends or connections, on the platform, among others. A key element 

of future studies centers on the development of comprehensive metrics for anonymity and the three 

other structural weaknesses. 

Improvements to Flaws 

For every hole that S.C.A.R.E. actors exploit, there exists a patch that stops them. The 

solutions require an entire thesis in and of themselves. In fact, this was my original research topic 

before narrowing it to the first component of finding and measuring S.C.A.R.E. abuse likelihood. 

Therefore, an introductory level of solutions provides the basis for further research. A combination 

of successful examples and new ideas starts the dialogue on solving these structural weaknesses. 

Anonymity 

Anonymity gives S.C.A.R.E. actors the ability to hide in plain sight and conduct their 

exploitation of platforms and users in complete safety. Stringent and intensive account creation 

processes substantially decrease these levels of anonymity. A great example is Coinbase’s system 

of verification, which requires a photo ID[51]. Coinbase contends it is necessary to “verify your 

identity to ensure no one but you changes your payment information” and “prevent fraud”[51]. 

Understandably, Coinbase is legally required to collect this information as a cryptocurrency 

broker. However, that should not stop social networking sites committed to battling the S.C.A.R.E. 

collective as they all claim to. This extra step would reduce anonymous actors and trolls while 

heightening trust and community online. It is the emblematic emergence of authenticity, the 

opposite of anonymity, being prioritized. Experts predict the process of ID verification to be 
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increasingly accessible. Especially, as a trend recently emerged of states switching to digital 

identification capabilities. At the very least this solution provides the substantial hurdle of 

counterfeiting photo IDs, thus slowing down malicious actors. 

Content Moderation 

Any choice regarding banning or allowing controversial posts invites criticism. The effects 

seen in poorly constructed moderation policies showcase contradictions that negate their own 

points. Restructuring social media as levels circumvents these issues. Instead of one massive 

community of thought, three levels form a user’s online experience. The first resembles the current 

online environment and errs on the side of not moderating at all. The concept behind this level is 

sacrifice. It gives users the expectation of scammers, radicalizers, trolls, advertisers, and election 

interferers in this subsection of the application. The users are given a choice if they want to interact 

with these malicious actors of their own volition. The second level requires a post to be accepted 

by both automated content moderation systems and the users of the platform. The self-moderation 

technique is borrowed from Reddit here. An additional implementation of this concept is on 

Wikipedia[53]. The model that theoretically should fail but proves its remarkable success in 

practice. A place where random internet users determine and record facts and history with striking 

accuracy. Wikipedia triumphs as a self-moderated ecosystem of information. The third level is 

evaluated for factual truth and assessed by an independent watchdog organization. For this method 

to work, trust and validity of information must increase as the levels do as well as the strict 

guidelines of allowed versus not allowed content. 

Engagement Priority 

The immediate solution for engagement priority, weaved through social media platforms, 

is unlatching companies' dependence on advertisers’ money. Profit generated from other methods 
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exists. For example, the platform could charge users a yearly fee or give them the option to 

purchase a premium account. The intertwined nature of advertisers and platforms is undeniable. 

The same is said for users wanting free platforms. A unique opportunity emerges that satisfies both 

parties: social media users and platforms. Users get rights over their own data. Platforms give 

every user a choice in regard to how their data is used. If the user chooses to sell their social media 

data to advertisers, they receive 50% of the revenue and the platform receives the other half. If the 

user chooses to keep their data private, the platform’s limits to obtaining data, selling, data, 

targeting advertisements, and curating content, are strictly enforced. The overflow effect helps to 

combat the personalization feature/weakness. Overhauling existing platforms would be a futile 

fight; therefore, these standards and guidelines shape future systems. 

Personalization 

As highlighted previously, personalization is traditionally influenced by the engagement 

priority of a platform. If the advertisement revenue dilemma is properly handled, then targeted 

advertisements and personalized content should decrease. However, the way a platform protects 

and handles a user’s data matters in every scenario even the one listed above. Additionally, 

advertisements are less effective when less data is gathered about the user. It becomes a matter of 

enshrining the right to one’s own data. The General Data Protection Regulation in the EU seeks to 

“protect fundamental rights and freedoms of natural persons and in particular their right to the 

protection of personal data”[9]. Established in 2018, it has the potential to expand in order to 

decrease obvious collusion between advertisers and social media. GDPR was a primary driving 

force behind platforms releasing transparency reports, albeit far from transparent. It needs hefty 

revisions and improvements, but it signals a change of direction for the better protection of the 

individual.
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Chapter 8  
 

Conclusion 

This thesis identifies the underlying mechanisms and structural design flaws that enable a 

collective of malicious actors, S.C.A.R.E., in exploiting social media users and platforms. The five 

threat actors: scammers, chaos causers, advertisers, radicalizers, and election meddlers; possess 

four characteristics: win-lose intention, manipulation of users in a negative way, increased 

presence with social media, and exploitation of social media structure. In the case studies section, 

all S.C.A.R.E. actors were found to exploit social media through similar structural weaknesses. 

The four weaknesses are anonymity, content moderation, engagement priority, and 

personalization. Then, sufficient evaluation metrics were established to determine a platform's 

likelihood of abuse by a S.C.A.R.E. actor based on the presence of the four structural issues. 

Twitter had the greatest propensity for exploitation, however, when accounting for widespread use 

Facebook displayed a considerably higher likelihood. Due to the lack of available data and prior 

analyses, the success of this framework and grading social media platforms is inconclusive. 

Despite this it succeeds in increasing user awareness of captology, S.C.A.R.E., and structural 

weaknesses found on social media platforms, so that users may reclaim decision-making 

autonomy. Future research aims at improved metrics and effective solutions that demand better 

from social networking platforms. Hopefully, attention and accountability force improved 

reporting and ethics from social media companies. The internet and social networking evolves 

rapidly. We need to change with it or the consequences will be devastating to civil discourse, 

society, and a harmonious online ecosystem. 
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