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ABSTRACT 

 

Continuous sign language recognition is inherently a difficult task. Unlike translation of 

traditional auditory language, sign language is a visual-spatial language which requires 

processing of significantly more information. Developers have been attempting to solve this 

problem for decades to help the nearly 430 million people around the world who suffer from 

hearing impairment [1]. The most common technical method of tackling this problem is to use a 

machine learning model that has been trained on a robust dataset. A number of prominent models 

and algorithms exist that can be applied on videos of sign language to learn and predict the 

transcription of words and sentences in sign language with varying rates of success, measured 

through word error rate (WER). This paper explores two different deep learning models of 

continuous sign language recognition – an encoder model paired with a connectionist temporal 

classification loss function and an encoder-decoder model with a cross-entropy loss function – to 

investigate which model produces a lower word error rate and why.  

 



ii 

 

TABLE OF CONTENTS 
 

LIST OF FIGURES ................................................................................................................. iii  

LIST OF TABLES ................................................................................................................... iv 

ACKNOWLEDGEMENTS ..................................................................................................... v 

Chapter 1 Introduction ............................................................................................................. 1 

Chapter 2 Background Information ......................................................................................... 4 

Sign Language Introduction ............................................................................................. 4 
Glossing ........................................................................................................................... 5 
DGS .................................................................................................................................. 6 
Continuous Sign Language Recognition .......................................................................... 7 
Feature Extraction ............................................................................................................ 7 
Recognition ...................................................................................................................... 9 
Loss Function ................................................................................................................... 11 
Measurement .................................................................................................................... 12 

Chapter 3 Dataset ..................................................................................................................... 13 

Chapter 4 Model Architecture.................................................................................................. 17 

Experiment Introduction .................................................................................................. 17 
Encoder Model ................................................................................................................. 17 
CTC Loss ......................................................................................................................... 20 
Encoder-Decoder Model .................................................................................................. 22 
Cross-Entropy Loss .......................................................................................................... 25 
Model Comparison ........................................................................................................... 26 
Evaluation Metric ............................................................................................................. 28 

Chapter 5 Results ..................................................................................................................... 29 

Chapter 6 Conclusion ............................................................................................................... 31 

BIBLIOGRAPHY .................................................................................................................... 32 

 

 



iii 

 

LIST OF FIGURES 

Figure 1: Example video frame from RWTH-PHOENIX [15] ................................................ 13 

Figure 2: Word cloud for dataset [5] ........................................................................................ 14 

Figure 3: Example images and percentage of data from individual signers [15] ..................... 15 

Figure 4: CNN diagram showing convolution, pooling, and fully connected layers [13] ....... 18 

Figure 5: Error in Plain Networks Versus Residual Networks [16] ......................................... 19 

Figure 6: Visualization of CTC [14] ........................................................................................ 21 

Figure 7: Visualization of Encoder-Decoder Model [3] .......................................................... 24 

 



iv 

 

LIST OF TABLES 

Table 1: Example of Glosses and Spoken Sentence Meanings [3] .......................................... 6 

Table 2: Corpora Statistics of RWTH-PHOENIX-Weather MS [15] ...................................... 15 

Table 3: Notations for Sequence-to-Sequence Models [3] ...................................................... 24 

Table 4: WER of Experimental Models ................................................................................... 29 

Table 5: WER of Alternative Models [21, 17, 20, 5] ............................................................... 30 
  

 



v 

 

ACKNOWLEDGEMENTS 

 

First and foremost, I would like to thank my thesis supervisor Mahanth Gowda and his 

Ph.D. student Songhe Wang for their guidance and support during this undertaking. Dr. Gowda 

encouraged me to fearlessly explore a challenging research topic in the pursuit of learning and 

gaining experience at a higher degree of academic reading and writing. Similarly, I am so 

grateful for Songhe’s help over the past year in helping me understand how deep learning works 

and how it can be applied to sign language recognition. I truly appreciate his willingness to allow 

me to investigate a small portion of his graduate level research and his dedication to helping me 

and developing the experimental models in PyTorch. I would also like to thank my honors 

advisor John Sampson who has kept me on track throughout my college career, even when I 

encountered unexpected difficulties along the way. His academic and professional advice has 

been invaluable.  

Finally, I would like to sincerely thank my family, my roommates, my mentors, and my 

friends. Without their endless support during my time at Penn State, I could not have completed 

this journey, nor would I be the person I am today.  

 

  

 

  

 



1 

Chapter 1  
 

Introduction 

 The field of natural language processing (NLP) has experienced steady growth since its 

inception in the early to mid-20th century [2]. Beginning with simple machine translation, 

advancements included concepts like tokenization – breaking textual data into important 

elements – and soon after, machine learning utilizing decision trees and probabilistic algorithms. 

In the early 21st century, a shift towards deep learning became the preferred method of NLP 

because deep learning is inherently more efficient at solving ambiguous problems that cannot be 

tackled by simply using rules and fixed criteria [2]. Instead of a programmer providing rules for 

decision trees, deep learning is able to understand the process of mapping an input to an output 

through many layers of interconnected nodes. These layers combine to create algorithms called 

neural networks that work together to analyze and interpret data. Although deep learning is a 

relatively new field, due to the rapid expansion in both computing power and sophisticated 

algorithm design, the applications of this technology are seemingly endless. Utilizing deep 

learning methods, advances have been made in NLP with regards to neural machine translation 

as well as computer vision methods with regards to image and video captioning [3].  

 As these advances have greatly improved speech to text and language translation, in 

recent years, researchers have been applying the aforementioned techniques and learning 

methods to sign language (SL) recognition as well. An important distinction to note is that sign 

language translation involves taking written or spoken language and converting it to SL while 

sign language recognition involves interpreting and understanding sign language performed by a 
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person, and converting it into written or spoken language [4]. The latter describes the topic of 

this paper. However, sign language recognition is a more difficult task for computers to perform 

for the following reasons:  

1. Visual-spatial complexity: Sign languages are 3-dimensional and involve hand 

movements, facial expressions, and body language, increasing the amount and 

complexity of input data to track.  

2. Data limitations: There is much less data available for sign language than spoken 

languages which makes it harder to accurately train machine learning models.  

3. Language variability: It is estimated that there are over 200 different sign languages used 

around the world, each with their own unique syntax and contexts [3]. 

Additionally, there are a multitude of factors to consider related to the input data used – type of 

sign language, method of feature extraction, input length – as well as factors related to the 

method of recognition and the specific model employed. Overall, many components of the 

system and the way they are combined impact the overall accuracy of the recognition model. 

These components will be further explored in Chapters 2 and 4. 

 For this paper, I will be investigating some of the various technical models that exist to 

successfully perform continuous sign language recognition. One of the most well researched 

papers on this subject was written by Koller et al. and published in 2015 [5]. This paper states in 

the abstract that it intends to be a starting point to newcomers in this field [5]. As someone who 

is very interested in this technology, especially as a result of having partially deaf family 

members, I wanted to design a basic experiment that expanded upon this work while serving as a 

deep dive into this field for an inexperienced researcher like myself.    
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 In summary, the goal of this paper is to perform an investigation into current methods of 

continuous sign language recognition with a specific focus on comparing two different deep 

learning models. These two models will be implemented in PyTorch and evaluated based on the 

error rate produced when the model is applied to a large dataset of continuous input video 

signing under realistic conditions. 
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Chapter 2  
 

Background Information 

Sign Language Introduction 

 Sign language (SL) in its most basic form as a nonverbal method of communication has 

existed for centuries of human history. Today, sign languages are the native languages of the 

deaf and hard-of-hearing (DHH) communities worldwide. While rural and tribal languages have 

developed in different contexts, in the last 200 years, sign languages have emerged on national 

scales from deaf schools and have spread beyond national borders [6]. Some sign languages have 

even been used in international contexts such as American Sign Language (ASL) and 

International Sign. As previously stated, there are now estimated to be over 200 recognized sign 

languages, but some of the national languages are more widely known and used. Although these 

languages are relatively young, SL is highly structured and sign linguistics was established as an 

academic discipline from the 1960s onwards [6]. Thus, early research was focused on 

establishing how signs functioned like vocabularies and syntax of spoken languages.  

 Although many sign languages have now been formalized, the nature of communication 

and factors involved to express a signer’s thoughts explain the difficulty humans, let alone 

computers, face when trying to understand sign language. Unlike simple hand gestures, sign 

languages have 5 overall parameters: handshape, location, palm orientation, body movement, 

and non-manual signals (NMS) [3]. Additionally, NMS cover a range of features such as facial 

grammar, body orientation, head turns and shakes, eyebrow movements, nose wrinkling, mouth 

movements and so on [3]. Due to this complexity and the fact that many of these parameters do 
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not have equivalents in written or spoken grammar, sign languages require encoding of both 

visual and spatial data for machine analysis.  

Glossing 

 While translation is the process of conveying the meaning of a message from one 

language to another, glossing is unique to SL.  Although sign languages are not written 

languages in the sense that we cannot “sound out” a sign by reading, glossing has been created as 

a written form of sign language that does not have the same structure as the spoken language 

equivalent [3]. Instead of spoken languages based on speaking and hearing, the visual-gestural 

method of SL requires glossing as an intermediate step to translation to preserve the meaning of 

sentences without compromising rules of language grammar. Glossing terminologies have been 

developed to include crucial information like location (LOC), palm orientation (PO), and number 

of repetitions (+). An example of glosses and meanings of spoken sentences can be found in 

Table 1. [3]. Additionally, the database used in this experiment from [5] contains gloss 

annotations of SL video as ground truth labels for training. Analysis of this corpus can be found 

in Chapter 3.  
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Table 1: Example of Glosses and Spoken Sentence Meanings [3] 

No. Gloss Spoken Sentence Selected Gloss Meaning 

1 IX-loc:j OVER AFTER 

EXAGGERATE IX-3P:j LATER_2 

USE COAT RAIN COAT USE 

UMBRELLA BOOT PANTS_3 

People go too far: 

they use umbrellas, 

wear rain coats, and 

put boots and pants 

on 

IX: index, IX-loc: points 

to a location. 

2 IX-1p SAY part:indef UP-TO-NOW 

IX-3p:I 5“looking for words” IX-3p:I 

fs-PAUL KNOW IX-3p:I POSS-1p 

(1h) GOOD/ THANK-YOU FRIEND 

I said to Paul in the 

email, “you know, you 

have been a good friend 

of mine” 

fs: fingerspell, POSS-1: 

Possessive pronouns (my, 

mine, etc.,). 

3 IX-1p LOOK:p 5“resignation” FINE 

IX-1p WAIT++ 

Thought “ugh” and 

ended up waiting again. 

++: repeat sign. 

DGS 

 German sign language, or Deutsche Gebärdensprache (DGS), is the indigenous sign 

language of Germany. While it is a minority language with an estimated 50,000 native signers, 

the data used for this paper relies on SL video from a German weather forecast as it one of the 

largest publicly available datasets of continuous sign language with gloss annotations [7, 5]. 

Standardization of the language in recent years eventually lead to legal recognition of the 

language in 2002 and since then, some television programs now include an interpreter signing in 

DGS [7]. While the language is similar to other European sign languages, additional information 

about the composition and uniqueness of the language can be found in Herbert’s work [7]. While 

the findings presented in this paper are only based on DGS, future work could possibly apply the 

techniques used to ASL as well. 
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Continuous Sign Language Recognition 

 As previously stated, continuous sign language recognition (CSLR) involves taking 

continuous video data of signing and outputting a machine transcription to the text or speech of a 

spoken language. One important distinction to note would be the difference between word-level 

and sentence-level sign language recognition. Word-level sign language recognition is a much 

simpler discrete task that requires a smaller dataset for training. In contrast, sentence-level sign 

language recognition uses temporal information and requires more complex architecture to 

consider the grammatical structure of the entire input sentence. Due to continuous data without 

time boundaries for each gloss, CSLR is a weakly supervised problem in which the system must 

learn the corresponding relation between the image time series and sequence of glosses [8]. 

Thus, this task requires a larger dataset and well-defined annotations of input data – a 

requirement fulfilled by the RWTH-PHOENIX database. In the subsequent sections, I will 

explain the major steps and components involved in CSLR.  

Feature Extraction 

 Feature extraction is an important first step in the CSLR system. A feature is a 

measurable property or characteristic of input data that can be utilized to differentiate between 

classes or categories. For this task, features of the input video are qualities of visual information 

contained in the video to distinguish different signs. These may include locations of body, hand, 

and facial expression/landmark points as well as handshape, center-of-gravity, and motion 

trajectory of pixels [4]. Features can be thought of a data structure that compresses meaning and 

reduces dimensionality of complex input. Through machine analysis of each frame, feature 



8 

extraction processes the raw input data into a multi-dimensional feature vector [3]. For example, 

OpenPose, a real-time human pose detection library for photos, is able to extract 25 body-joint 

key points, 21 key points for each hand, 70 facial landmark key points, along with (x, y) 

coordinates to extract an input vector of 274 points for each frame in a video [3].  

 Additionally, I briefly wanted to introduce a few different ways to achieve feature 

extraction, all of which are further detailed in [9]. The primary categories of processing methods 

are 2D and 3D feature extraction. For 2D, features are extracted from frames of video through 

computer vision and mathematical processes. These include:  

1. Principal Component Analysis (PCA): PCA performs mathematical procedures on 

matrices to reduce dimensionality by extracting and compressing the most important 

information from the data table [9]. It is useful for high-dimensional datasets like videos 

and works by computing variables called principal components and using them to form 

linear combinations of original variables to capture as much variance as possible.  

2. Histograms of Oriented Gradients (HOG): This is another computer vision technique for 

object detection and recognition that involves computing the gradient orientation of each 

pixel in an image and grouping the gradients into histograms [5]. The histograms form a 

descriptor for the specified image region, capturing information about edge and texture 

structure.  

3. Convolutional Neural Networks (CNN): CNNs are a type of deep learning model that 

extract relevant features by using multiple layers of convolutional filters. This is 

accomplished by performing discrete convolutions on the image with filter values as 

trainable weights. Multiple filters are applied on each channel and form feature maps 

which are pooled together [10]. 
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For feature extraction in this experiment, a deep convolutional neural network (DCNN) was 

utilized in both the experimental models. A more detailed explanation of the network is provided 

in Chapter 4.  

Recognition 

 The next step in the CSLR process is taking the visual features as input and training a 

recognition model to learn the mapping between SL features and the corresponding text they 

represent. There are several available methods to create this model, but I focused on machine 

learning and deep learning methods. Machine learning methods use statistical models such as 

Hidden Markov Models (HMM) to recognize signs based on their features.  

 An HMM is a probabilistic model used as a classifier for time series data that takes in 

observed data and a set of hidden states. It is most applicable for modeling data with temporal 

variations where the sequence of events has dependencies on previous events. Thus, it is 

frequently used as a classifier for many recognition systems. Specifically in SL recognition, it 

models each gesture as a sequence of hidden states that generate the observed video signals [11]. 

The goal of an HMM is to decipher the highest probability sequence of hidden states that 

generated the observed output sequence. Although early attempts at CSLR were influenced from 

automatic speech recognition methods using HMMs, results were poor [12].   

 Following these early attempts, researchers began experimenting with the use of deep 

learning methods. While machine learning relies on algorithms and statistical models to learn 

from experience, deep learning with neural networks can combine multiple layers of artificial 

neurons to process larger amounts of unstructured data and efficiently recognize complex 
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patterns. Neural networks are especially well suited for handling tasks with fixed size input and 

output vectors such as taking an input image and outputting a vector of probabilities for each 

output class it has been trained on 3. For videos, this is done by applying the neural network on a 

fixed number of frames [3]. Furthermore, Subburaj et al. found that that deep neural networks 

gave the best results for CSLR compared to other approaches because they have the ability to 

self-learn and self-associate if provided a large enough dataset for training [13]. 

 Recurrent Neural Networks (RNN) are a specific kind of neural networks that are 

designed to process sequential data where the order of data matters. RNNs use hidden states 

which allow the output to be a function of the current input and output from the previous 

timestep, so the RNN can make predictions based upon all prior inputs [3]. By maintaining an 

internal state of the RNN that is updated at each timestep, the system is “remembering” 

information from previous timesteps, and the internal state is functioning as memory which is 

very useful. In practice, RNNs have shown superior performance to HMMs on handling complex 

dynamic variations in sign recognition [8].  

 While RNNs are powerful architectures for NLP-related tasks due to their ability to 

continuously process information over the course of a certain number of timesteps, they do not 

operate well over longer sequences of input data. This is due to the vanishing gradient problem 

during training. When the network has many layers and the gradients computed during 

backpropagation become very small through the multiplication of smaller gradients together, the 

network may become unstable and difficult to train [12]. To account for this and remember 

longer-term dependencies of dozens to over 100 timesteps, a special type of RNN called a Long 

Short-Term Memory (LSTM) can be used.  
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 LSTM is a type of RNN developed to handle the vanishing gradient problem and capture 

longer-term dependencies in sequential data. Using a series of gating mechanisms and a second 

hidden state called a memory cell, LSTM can be used as a replacement for RNN and has been 

shown to be more effective at modelling complex sequences such as sign language recognition 

[3]. When combined in certain configurations, LSTMs can become ever more powerful as a part 

of a sequence-to-sequence model. A sequence-to-sequence model is another deep learning 

architecture that is used to map input sequences to output sequences of variable length. In this 

instance, used to map sign language videos to corresponding gloss sentences. Furthermore, in the 

work presented by Ananthanarayana et al. [3] the researchers concluded that LSTM models are 

more capable of handling long-term dependencies when compared to Vanilla RNN.  

 These models are a type of neural network architecture where the whole input sequence is 

encoded and passed to a decoder to produce the expected word in each time step. Both the 

encoder and the decoder models are created using LSTMs. The encoder LSTM reads the entire 

source sequence and by the end of it, the hidden state of the encoder includes a context vector 

that is a summary of the input [12]. The decoder LSTM has inputs of the previous output and the 

hidden state, but unlike the encoder, has an additional input of the context vector to predict the 

next output [12]. Chapter 4 analyzes how sequence-to-sequence models function, but the model 

essentially aims to maximize the probability of a correct target word sequence.  

Loss Function   

 One final component of the system is necessary to deal with the issue of alignment in our 

system as well as optimized training of the model. After the feature extractor and sequence-to-
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sequence learning model, we are left with a predicted output sequence from the model, but there 

is no prior knowledge of where the signs occur in the image stream. To better train the model, a 

loss function can be used quantify how accurate the predicted class labels are compared to 

ground-truth labels [13]. To account for the fact that these sequences may have different lengths, 

the loss functions employed may use an alignment feature as well. Alignment-free algorithms are 

able to collapse the output sequence to better approximate the ground-truth labels, demonstrated 

visually in [14]. By minimizing loss and increasing accuracy of the predicted sequence, the loss 

function serves as a training optimization tool that improves the performance of the model.   

Measurement 

There are a few possible methods of measurement and values that can be used to evaluate 

the performance of the CSLR method quantitatively. These include BiLingual Evaluation 

Underscore (BLEU) scores, Character Error Rate (CER), and Word Error Rate (WER) [13]. 

While each metric has its advantages and disadvantages, WER is the most widely accepted and 

used indicator of performance in this field as it measures the least number of operations – 

substitution, deletion, and insertion – needed to transform the reference sequence into the 

hypothesis [8]. Equation (1) demonstrates how this value is derived. 

 

𝑊𝐸𝑅 =
#𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑜𝑛𝑠+#𝑑𝑒𝑙𝑒𝑡𝑖𝑜𝑛𝑠+#𝑖𝑛𝑠𝑒𝑟𝑡𝑖𝑜𝑛𝑠

#𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒
  (1) 
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Chapter 3  
 

Dataset 

 The dataset used in this paper is the RWTH-PHOENIX-Weather 2014 corpus cited by the 

Rhine-Westphalia Technical University of Aachen in [5].  This is a large publicly available 

dataset representing unconstrained real life sign language. All videos were aired by the German 

public TV station PHOENIX from 2009-2013 during the weather forecast portion of daily news 

broadcasts [5]. Unlike constrained vocabulary datasets, the video recordings feature phenomena 

found in typical conversations like false starts, hesitations, and dialect variations. Additionally, 

this database is comprised of 9 signers, 1081 sign vocabulary, and 7k sentences with over 10 

hours of data and 960k frames [15]. Lighting conditions, backdrop color, signers’ dark clothing, 

and the position of the sign language interpreter were controlled by the television studio to 

ensure consistency over different videos. All videos in the dataset have a resolution of 210 x 260 

pixels and 25 frames per second [5]. Although this means the temporal and spatial resolution is 

low, this dataset remains to be one of the largest and most widely used in the field currently, 

especially due to its size of “real life” data. An example of the video frames can be found in 

Figure 1. 

 

Figure 1: Example video frame from RWTH-PHOENIX [15] 



14 

 

The dataset is comprised of German Sign Language (DGS) and translated into German for the 

ground truth annotations on the training set. Of these ground-truth captions, there are 1,078 

unique words [3]. The data features a gloss annotation scheme introduced in Chapter 2 in which 

the annotation describes the meaning of a sign rather than its appearance [5]. An important 

consideration to note would be the fact that the subject matter of the sentences is confined to 

weather-related sentences. As show in the world cloud for the DGS dataset, there are many 

weather-related words with a high degree of frequency. This may have induced a more effective 

training of the model as a confined subject matter reduced variability in the number of unique 

words presented.  

 

Figure 2: Word cloud for dataset [5] 

 

 The corpus contains both a single-signer dataset as well as a multi-signer (MS) dataset 

that is larger and contains input from 9 different signers. We will be using the multi-signer setup 

with additional statistics provided in Table 2.  
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Table 2: Corpora Statistics of RWTH-PHOENIX-Weather MS [15] 

 Phoenix MS 

 Train Dev Test 

# signers 9 9 9 

duration [hours] 10.71 0.84 0.99 

# frames 963,664 75,186 89,472 

# sentences 5,672 540 629 

# unique sentences 5,672 540 629 

# running glosses 65,227 6,032 7,089 

vocabulary size 1,081 467 500 

 

As shown in Figure 3, while the signers’ appearances and abilities may vary, the environment 

remains controlled.     

 

Figure 3: Example images and percentage of data from individual signers [15] 
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 In summary, the RWTH-PHOENIX 2014 multi-signer corpus was chosen as it is 

ultimately one of the largest publicly available datasets used for continuous video sign language 

recognition at this time. The statistics and images provided offer a glimpse into how robust this 

dataset is and how the conditions mimic real world sign language as opposed to a rudimentary 

vocabulary set. 
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Chapter 4  
 

Model Architecture 

Experiment Introduction 

 After considering many of the available options for CSLR, ultimately, I chose to compare 

2 similar sequence-to-sequence models. I analyzed the WER performance of an Encoder model 

with a CTC loss function against an Encoder-Decoder model with a cross-entropy loss function. 

The motivation for comparing these specific models was to investigate the efficacy of the 

decoder structure and whether the CTC loss function was able to achieve similar results. The use 

of a decoder versus the use of a CTC loss function presents 2 different ways of aligning input 

with output so I was curious to see which method would prove to be more accurate. The 

experiment and models implemented were constructed in PyTorch and based off some widely 

used and available open-source models.  In the following sections, I will provide a broad 

overview of how these architectures function.  

Encoder Model 

 As mentioned in Chapter 2, an encoder architecture is an important component of a 

sequence-to-sequence method for achieving CSLR. In this experiment, the encoder model was 

constructed with 2 other deep learning models that perform data preprocessing and gesture 

recognition. The first model is a CNN used to achieve feature extraction. A CNN uses multilayer 

superposition to extract low-level features into relevant features. It is made up of many layers in 

general, but primarily convolutional and pooling layers. The convolutional layers perform 
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convolution operations to extract features from an input or prior layer while pooling layers 

constantly shrink the data’s space size, reducing the number of features and computations [13]. 

The final fully connected layer, also known as a dense layer, is used to take the high-level 

learned features and classify the input image. A simple CNN diagram is represented in Figure 4. 

 

Figure 4: CNN diagram showing convolution, pooling, and fully connected layers [13] 

 

 The CNN for this experiment was an implementation of ResNet, which is one of the most 

popular CNN architectures used for image classification tasks, featured here in [16]. This 

powerful neural network was created by He et al. and utilizes a residual function to match the 

predicted value of a model with the actual value better. In doing so, even as deeper neural 

networks are constructed, this residual functionality works to maintain a high degree of accuracy 

to reduce the impact of the vanishing gradient problem. In fact, as shown in Figure 5, when the 

ResNet model was trained on a large image database, the deeper layered model had less training 

error instead of more, demonstrating that it is able to address the degradation problem. Overall, 

the ResNet model outperformed plain networks for image validation and has been modified for 

use as a feature extractor in many other works as well. The residual network used for the feature 

extractor is ResNet-18 with 18 layers to extract 512 features. Once the fully connected layers 

transform the visual features into a feature vector, this vector is inputted to the LSTM encoder. 
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Figure 5: Error in Plain Networks Versus Residual Networks [16] 

 

 At this stage, the input to the LSTM is a sequence of feature vectors where each vector 

corresponds to a frame in the continuous SL video. As each sequence is processed one at a time, 

the model outputs a hidden state which is fed back into the LSTM as the input for the next time 

step. This hidden state carries semantically rich visual information of the current signing input as 

well as past feature vectors [3]. Since the LSTM is a type of RNN, it is able to process this 

sequential data between time steps and incorporates multiple memory gates to control the flow of 

information out of the memory cell. This gate functionality makes the LSTM more suitable to 

handle the long-term dependencies presented by signs that occur over 1-3 seconds on average 

[12]. After numerous layers of computation further detailed in [12], the final output of the LSTM 

encoder is a context vector represented as 3D matrix of batch size, sequence length, and 

dimensionality. Batch size is the number of sequences processed in parallel which depends on 

GPU but for our experiment was between 2-4 sequences. Sequence length refers to the number 

of frames per video. Dimensionality is the size of the hidden state at each time step.  

 The next step in this model is to convert this high-level representation into a probability 

distribution over output classes. This is achieved with a softmax classifier which is a 
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classification model often serving as the final layer in a recognition neural network model [17]. 

This fully connected layer uses a weight matrix and a bias vector the size of the vocabulary to 

compute the probability distribution, detailed in [8]. Essentially, the function takes the dot 

product of the encoder output and the weight matrix, adds the bias vector, and applies the 

softmax function element-wise to produce a probability distribution over the vocabulary. Further 

explanation of the softmax equation can be found in [18], but an example of the basic formula 

can be found in equation (2). The output of the LSTM is turned into categorical probabilities of 

gloss labels with K classes where P is the probability of label i at time j. The final step in the 

model tackles the issue of alignment and optimization. 

𝑃𝑖𝑗
𝑐 = [𝜎𝑐𝑙𝑠 (𝜙(ℎ𝑗

𝑐))]𝑖 =
𝑒[𝜙(ℎ𝑗

𝑐)]𝑖

∑ 𝑒[𝜙(ℎ𝑗
𝑐)]𝑘𝐾

𝑘=1

  (2) 

CTC Loss 

 The connectionist temporal classification (CTC) loss is an objective function that 

integrates all possible alignments between the input and target sequence [8]. Since there is no 

prior knowledge of where the signs occur in the unsegmented image stream, CTC loss presents a 

solution by summing over the probability of all possible alignments of the label sequence that 

could give rise to the ground truth label sequence. First, CTC decodes the sign gloss sequence 

from the probability distribution generated by the previous layer by introducing a blank label as 

an assistant token to explicitly model the transition between 2 neighboring signs [17]. This is 

represented by equation (3) where the CTC alignment π becomes a sequence of blank and gloss 
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labels with length N. If x represents the image sequences at each timestep n, the probability 

distribution per time-step is given by:  

Pr(𝜋|𝑥) = ∏ Pr(𝜋𝑛|𝑥)

𝑁

𝑛=1

= ∏ P𝜋𝑛,𝑛
𝑐

𝑁

𝑛=1

 (3) 

Next, to obtain the final decoded sequence, CTC defines a many-to-one function β that removes 

repeated labels and blanks from the predicted output. The probability of now observing the target 

sequence y is obtained by computing the sum of probabilities of all possible alignments, 

represented by 𝛽−1(𝑦). 

Pr(y|x) = ∑ Pr (𝜋|𝑥)

𝜋𝜖𝛽−1(𝑦)

 (4) 

To demonstrate this with a simple example shown in Figure 6, a CTC loss function is applied to 

an alignment of predicted characters to reduce repeated and blank labels represented as 𝜀 using 

the many-to-one property.  

 

Figure 6: Visualization of CTC [14] 

 



22 

The final step towards calculating loss–a scalar value representing the distance between the 

predicted sequence and the true label sequence–is applying the loss function. This is calculated 

as the negative log probability of correctly labelling the image sequence x as the target sequence 

y, shown in equation (5).  

ℒ𝐶𝑇𝐶(𝑥, 𝑦) = −𝑙𝑜𝑔𝑃𝑟(𝑦|𝑥) (5) 

The lower the loss, the better the model is at predicting the desired output. The loss is used to 

optimize the similarity between training samples and class wise prototypes. Furthermore, the 

model updates the internal feature and weight parameters based on loss value during training to 

reduce loss and optimize overall performance. In doing so, the predicted probability of correct 

labels gradually increases and the training of the network will carry on with convergent 

assignment [17]. In practice, this is accomplished with dynamic programming techniques for 

forward-backward propagation.  

Encoder-Decoder Model 

 This model is frequently used in sequence-to-sequence methods of recognition and the 

outcome of an early RNN Encoder-Decoder model used by Fang et al. [19] indicated that the 

dual LSTM model could successfully capture important features of ASL. As the name suggests, 

the Encoder-Decoder model is similar to the previous Encoder model in its use of the initial 

CNN for feature extraction and an LSTM structure for encoding input frames. By the end of 

reading the input sequence, the final output of the encoder LSTM is still an information rich 

context vector.  
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 However, the difference in this model is the feeding of this encoded feature 

representation to a decoder instead of a softmax classifier as demonstrated previously. Unlike the 

encoder, in addition to the previous output and the hidden state, the decoder has an additional 

input of the context vector in order to predict the next output. Equations (6) and (7) further 

describe the Encoder and Decoder hidden units in the model. Here, xt is the input at time t, yt-1 is 

the previous output, ht-1 are the hidden outputs, and c is the context vector – encoder output at 

last input time step. 

ℎ𝑡
𝐸𝑛𝑐𝑜𝑑𝑒𝑟 = 𝑅𝑁𝑁(𝑥𝑡, ℎ𝑡−1

𝐸𝑛𝑐𝑜𝑑𝑒𝑟)       (6) 

ℎ𝑡
𝐷𝑒𝑐𝑜𝑑𝑒𝑟 = 𝑅𝑁𝑁(𝑦𝑡−1, 𝑐ℎ𝑡−1

𝐷𝑒𝑐𝑜𝑑𝑒𝑟) (7) 

 

 Once this context vector is fed to the decoder LSTM, it is used as the initial hidden state 

and the decoder generates an output for the start symbol, which is fed back into the decoder as its 

input for the next step to predict one word at a time. The decoder continues to generate the 

variable output sequence step by step using the recurrence relation of considering both the 

current input and previous hidden state until the sequence is complete, indicated by an end token. 

Additionally, another distinct feature of the decoder is its ability to align the input and output 

sequence. While this was previously done by the CTC loss function in the encoder model, the 

decoder utilizes an alignment mechanism to directly model the alignment between each input 

frame and the corresponding output gloss. With this mechanism, an alignment distribution is 

computed using a compatibility function that measures the similarity between the decoder output 

at the current time step and each of the encoder output features. This entire model can be 

visualized in Figure 7. Symbol meanings are detailed in Table 3 and the figure shows the 
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recognition process from feature extraction, to encoder, to decoder, to the final fully connected 

layer. 

 

Figure 7: Visualization of Encoder-Decoder Model [3] 

 

Table 3: Notations for Sequence-to-Sequence Models [3] 

Symbol Meaning 

n Input sequence length 

x Output sequence length 

fn Feature vectors for each frame 

on Output vectors from encoder 

hrep Embedding from encoder 

wx Predicted words 

<s> Start sentence token 

</s> End sentence token 
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The fully connected layer of this model performs the same task of applying the softmax 

activation function to produce a probability distribution over possible output classes. The gloss 

with the highest probability is chosen to generate the predicted output.   

Cross-Entropy Loss 

 Similar to CTC, a loss function is required in the model to quantify degree of accuracy of the 

predicted output compared to the ground truth sequence and to optimize training. Categorical cross-

entropy is a loss function commonly used in multiclass classifications tasks like CSLR and is simpler to 

train than CTC, but requires alignment of input and output sequences [13]. Hence, it is best used for tasks 

where the input and output sequences have a one-to-one alignment which was achieved by the decoder. 

While the cross-entropy loss also measures the difference between the predicted probability distribution 

and the true probability distribution of the output sequence, the computation to produce loss is simpler 

than CTC. In order to minimize the loss, the model is penalized logarithmically, yielding a large score for 

large differences closer to 1 and small scores for differences closer to 0. A perfect model has a cross-

entropy loss of 0. In equation (8) the basic formula for loss is given where ti is the true class distribution 

and pi is the predicted class distribution. The log function produces negative values on the range [0,1) so 

loss becomes the negative log-likelihood of the predicted probability for the true label, calculated for all 

classes and summed for total loss. As with all loss functions, the goal is to minimize loss which is 

accomplished by iteratively updating the model’s parameters during training until convergence – when 

the loss function no longer decreases significantly [13]. 

ℒ𝐶𝐸 = − ∑ 𝑡𝑖

𝑛

𝑖=1

log (𝑝𝑖)  (8) 
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Model Comparison 

 Now that both of the models in this experiment have been briefly explained and analyzed 

at a high level, they can be compared to develop a hypothesis on which one may perform better. 

While a multitude of other possible methods for CSLR exist, deep learning-based approaches 

like CNN, RNN, and LSTM have been proven to provide better recognition accuracy when 

evaluated against them [13]. This increases confidence that both models will produce a low 

WER, but the differences of each one must be considered.  

 The encoder with CTC loss model is comparatively a far simpler model than the encoder-

decoder. The reduced size and complexity of the architecture stems from the lack of the second 

LSTM decoder unit. This absence results in less training parameters which accelerates training 

and results in reaching convergence earlier. Additionally, a model that is easier to train can save 

time and resources, factors that have thus far been overlooked. Finally, the ability of this model 

to handle input sequences where alignment is not clearly defined through the use of CTC makes 

this model appear especially promising for this task. By eliminating the need for explicit 

alignment between the input and output sequences, the training process is further optimized.    

 However, one disadvantage presented by the CTC loss function is the possibility of the 

spike phenomenon. The spike phenomenon is an overserved behavior that causes only a few key 

frames to contribute to the final result and makes the visual module lose its discriminative power 

for the other frames [17]. In its attempt to predict the probability distribution of all possible 

output sequences, CTC can become overconfident in predicting a particular symbol. This results 

in a sharp increase, or spike, in the distribution for that symbol which negatively impacts the 

model’s accuracy. While a number of factors can influence the occurrence of the spike 

phenomenon, it is a known issue and widely exists during training with CTC loss [17]. Some 
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proposed techniques for addressing this issue that were not used in this experiment include 

adding additional gloss segmentation to enhance the visual module, reducing the degree of non-

linearity, or utilizing a less aggressive optimization algorithm [17]. 

 The aforementioned advantages of the encoder model alluded to the increased complexity 

of the encoder-decoder model with cross-entropy loss. However, favorable features of this 

second model include the ability to learn alignments better and a possibly more accurate loss 

function.  First, the encoder-decoder explicitly models the conditional probability distribution 

over the target sequence as apposed to the CTC loss model which marginalizes over all possible 

alignments. The decoder and cross-entropy loss function work together to compare the predicted 

probability with the true distribution at each timestep during training to more effectively learn 

the alignment between input and output sequences. This explicit alignment results in better 

performance for processing longer input sequences. In contrast, while the CTC loss function is 

able to handle variable length input sequences through the use of blank and repeated tokens, the 

implicit alignment assumption can result in errors. Finally, the encoder-decoder model consists 

of more layers and increased depth in models often results in better performance since it has a 

larger capacity to capture complex data patterns than shallow models [3]. 

 Nevertheless, this heightened complexity leaves more room for error in the practical 

design of the model and can lead to less efficient or challenging training. While it was previously 

established that LSTMs mitigate the risk of vanishing or exploding gradients, deeper networks 

still have a higher chance of experiencing them [3]. This leads to degraded performance, 

difficulties experienced during training, and slower convergence.  

 Clearly both of these models offer a unique combination of advantages and 

disadvantages. However, the encoder-decoder model is significantly more researched and widely 
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accepted as the preferred method of performing CSLR. Nonetheless, no study was found to have 

definitively proven whether the encoder-decoder model is superior to the encoder with CTC 

model. Similarly, there is limited research directly evaluating the use of a decoder model versus 

a CTC loss function with regards which alignment method results in greater accuracy. 

Nonetheless, due to its ability to process longer input sequences, mange more complex tasks, and 

offer more precise alignment, the encoder-decoder model is expected to produce a lower WER. 

Evaluation Metric 

 As demonstrated in Chapter 2, WER is the metric used to measure accuracy and 

performance of the models in this paper. The models were developed to produce this final 

percentage of words incorrectly recognized by the system based on the final output sequence and 

the ground truth label sequence. Alternative metrics were considered, but were not successfully 

implemented.  
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Chapter 5  
 

Results 

Ultimately, both model implementations were able to successfully achieve CSLR to 

similar degrees of accuracy. As demonstrated in Table 4, the encoder model coupled with the 

CTC loss function produced a WER of 23.2% while the encoder-decoder model paired with the 

cross-entropy loss function produced a WER of 29.7%. Contrary to our speculative hypothesis, 

the encoder model proved to be slightly more successful based off of these values. While this 

result was unexpected, there are a variety of factors to further investigate that could explain this 

outcome.  

Table 4: WER of Experimental Models 

Model Name WER 

Encoder with CTC Loss 23.2% 

Encoder-Decoder with Cross-Entropy Loss 29.7% 

 

First, the additional depth and complexity of the encoder-decoder may have led to 

vanishing or exploding gradients which adversely affected the training of the model. Next, both 

of these models are extremely modular in the sense that each system consists of many smaller 

components, models, and layers of computation. For each of these stages of the CSLR process, 

there are a plethora of alternative elements that could have been implemented instead. Therefore, 

it is possible that some of the specific design choices, unique to the encoder-decoder with cross-

entropy loss model, negatively impacted the WER. A final source of error could stem from 

implementation error in the development of these models in PyTorch in which the decoder, 

cross-entropy loss function, or other fully connected layers may have been created inefficiently. 
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While there are other factors that could have contributed to this result, these three were identified 

as the most likely sources of error.  

Although there is no true or expected value available to use in calculating percent error, 

the success of this experiment can be recognized through comparisons with top-performing 

CSLR models which were applied to the same RWTH-PHOENIX-Weather database. The work 

of Koller et al. [5] that was used as a starting point, was only able to produce a WER of 53%. At 

the time of publication in 2015, this paper was the first presentation of system design on a large 

data set with real-life applicability [5]. However, the field has advanced immensely in the years 

since and approximately 50 more papers utilizing this dataset have been published. Koller et al. 

published a new paper in 2019 [20] investigating multi-stream CNN-LSTM-HMM models and 

the use of a dual-stream generated a significantly higher WER of 24.1%. Finally, Chen et al. [21] 

have created the current best-known CSLR model that achieved a WER of 18.8% which is 

higher than either of the 2 models evaluated in this experiment. Therefore, both models evaluated 

in this experiment performed exceptionally well by comparison.  

 

Table 5: WER of Alternative Models [21, 17, 20, 5] 

Model Name WER 

Two Stream-SLR 18.8% 

Self-Mutual Knowledge Distillation 20.5% 

Dual Stream CNN -LSTM-HMM 24.1% 

Statistical Model with CMLLR 53% 
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Chapter 6  
Conclusion 

 This paper was ultimately successful in satisfying its three-pronged purpose: investigate 

the field of continuous sign language recognition as a newcomer, analyze the structure and 

functionality of 2 distinct but widely accepted deep learning models for CSLR, and conduct an 

experiment to evaluate the word error rate of each model. Both models were able to perform the 

task to a relatively high degree of accuracy when compared with the current leading methods for 

CSLR.  However, the end result of the experiment contradicted the hypothesis that an encoder-

decoder model with a cross-entropy loss function would perform better than an encoder model 

with a connectionist temporal classification loss function. The most significant factors that may 

have caused this result were identified as excessive architecture complexity, overall suboptimal 

design choices, or implementation error. While the findings of this experiment are insufficient to 

determine the superiority of one model over the other, continued investigation of this topic is still 

warranted.  

 Further analysis would attempt to determine a more precise justification of the result and 

future work would include more rigorous testing with increased data analysis. Regardless, there 

is considerable potential for further research into the design and testing of these 2 models as well 

as other approaches or model combinations. As this field continues to advance rapidly and new 

techniques are discovered, the question of what is the most optimal method of sign language 

recognition remains unsolved. Yet researchers continue this important work in the hopes of a 

future where the communication divide between non-disabled people and hearing-impaired 

signers is brought closer together.  
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